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Abstract.
BACKGROUND: Virtual reality (VR) is a combination of technologies that allow the user to interact with a computer-
simulated environment with the experience of immersion, interactivity, and imagination. However, ergonomic problems
related to virtual reality have adverse effects on the health and experience of users, which restrict the application of virtual
reality technology.
OBJECTIVE: The paper aims to provide an overview of the ergonomics evaluation of VR for further development of
software and hardware of VR.
METHODS: This paper describes and discusses the ergonomics issues involved in the software and hardware of VR from
three aspects: visual, physiological, and cognitive. The paper also summarizes the research methods and evaluation metrics.
RESULTS: Many attempts have been made to study ergonomics issues of VR, mainly including pressure, muscle fatigue,
thermal comfort, visual fatigue, and motion sickness. Ergonomics studies are very valuable for research related to virtual
reality. There is a summary table that lists the main evaluation metrics and methods.
CONCLUSIONS: According to current research, this review gives three recommendations for further research on VR, which
will be helpful for further human-centered research and design work within the VR industry.
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1. Introduction

Based on the development of computer technol-
ogy, virtual reality combines electronic information
technology and simulation technology to generate a
digital environment that is highly similar to the real
environment in terms of vision, hearing, and touch.
The user interacts with the objects in the digital envi-
ronment with the necessary equipment to produce an
immersive experience. Virtual reality technology has
three basic characteristics: Immersion, Interaction,
and Imagination [1]. These three basic features are
referred to as the 3I features of virtual reality.
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With the development of productivity and the
continuous progress of technology, the demand for
virtual reality technology is increasingly strong in
various industries. VR technology is now widely used
in national defense and military, education and train-
ing, games and entertainment, healthcare, industrial
manufacturing, and other fields. 5 G, as a new genera-
tion of broadband mobile communication technology
with high speed, low latency, and large connectivity,
is a network infrastructure to realize the interconnec-
tion of people, machines, and things. The complexity
of the emerging 5 G architecture will provide a lot of
opportunities for practitioners and open up exciting
new prospects for research [2]. With the develop-
ment of 5 G, the future application of VR will be
much broader. Nowadays, virtual reality is consid-
ered one of the major technological trends to advance
the digitization of all areas of human life [3].
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However, the user experience of virtual reality
is not perfect due to technical limitations. The vir-
tual reality products themselves suffer from excessive
equipment weight, high local pressure, thermal dis-
comfort, visual fatigue, motion sickness, etc., which
make people reluctant to wear the headset for a long
time. These problems not only adversely affect the
health and use of users but also limit the application
of virtual reality technology and its implementa-
tion to the public. Therefore, with the increasingly
competitive VR industry environment, it is impor-
tant to carry out ergonomics research for virtual
reality. This paper reviews the ergonomic research
related to VR hardware and software and aims to
assist with human-centered VR research and product
development.

2. The importance of ergonomics research for
virtual reality

According to the definition given by IEA (Inter-
national Ergonomics Association) in 2000 [4], “
Ergonomics (or human factors) is the scientific
discipline concerned with the understanding of inter-
actions among humans and other elements of a
system, and the profession that applies theory, prin-
ciples, data, and methods to design to optimize
human well-being and overall system performance.”
Virtual reality technology building an immersive
environment will be a proper solution for improving
workplace ergonomics [5, 6].

Virtual reality technology has attracted a lot of
attention from ergonomists. As early as 1998, Stan-
ney concluded that research on human factors in
virtual reality related to human performance effi-
ciency, health and safety issues, and social impact,
and pointed out that virtual reality should fully
consider human factors [7]. The side effects and
subsequent impact of participating in virtual environ-
ments (VE), the appropriateness of the VR hardware
and software interfaces, and the understanding of
factors that determine participant performance are
main topics for ergonomic studies of VR recently
[8]. In this paper, we review the ergonomic research
on hardware and software of VR from three aspects,
including Physical ergonomics, Visual ergonomics,
and Cognitive ergonomics, and summarize the
ergonomic issues, methods, indices, and future
trends. This systematic review will be helpful for the
further human-centered design within the VR indus-
try, and it can improve the popularity of VR.

3. Ergonomics issues for virtual reality

3.1. System composition of VR

Virtual reality systems are designed to create
an interactive virtual environment and include both
hardware and software components. Hardware can be
divided into input and output devices. The software
mainly includes 3D modeling software, virtual reality
open platform and virtual reality engine (Fig. 1).

3.1.1. Hardware components
Virtual reality system hardware components

include input devices and output devices. Input
devices mainly include data gloves, joysticks, and
motion trackers. Output devices are used to present
the VR environment to the user and provide feedback,
including visual, auditory, and haptic displays [9].
Output devices mainly include virtual reality head-
mounted display (HMD), cave (Cave Automatic
Virtual Environment), VR glasses, and headphones.
Compared with the traditional HMD, Virtual Real-
ity All-in-one Headset is loaded with an independent
processor to make the system wireless. Ahn et al. [10]
suggested that future virtual reality devices should
consider multi-user virtual reality environments and
wireless connectivity issues. They believed that wire-
less and contactless virtual reality devices were the
future trends of VR technology.

3.1.2. Software components
Virtual reality system software mainly consists of

3D modeling software, a virtual reality open platform,
and an engine. Virtual reality modeling based on 2D
drawing software. 3DS Max®, AutoCAD®, Softim-
age 3D®, and Maya® are examples of commercially
available commonly used 3D modeling software. The
VR Open Platform has an accessible Virtual Reality
Software Development Kit (VR SDK). Oculus pro-
vides a constantly updated SDK to create prototypes
and engage the public in the application development
process. And the engine is the universal develop-
ment and creation tool for virtual reality. Examples of
mainstream VR engines are Unreal Engine 4®, Unity
3D®, Cry ENGINE®, and VR Platform®.

3.2. Ergonomics issues related to hardware
factors

HMD is considered to be the most popular vir-
tual reality device [11]. It is based on a real-time
motion tracking system that presents the virtual world
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Fig. 1. Classification of virtual reality systems.

in the user’s field of view. Therefore, the human fac-
tors issues related to VR hardware factors discussed
here are mainly for HMD, focusing on both physical
ergonomics and visual ergonomics.

3.2.1. Physical ergonomics
3.2.1.1. Pressure. The weight, weight distribution,
and wearing style of different HMDs can bring differ-
ent pressure on the facial bearing point, thus affecting
the overall subjective discomfort of the user [12].
Research on HMD pressure has focused on both phys-
ical load and contact pressure.

Neck joint torque is an important evaluation index
of body load, significantly influenced by weight and
center of mass, and increases with HMD mass [13].
The minimum position of the center of mass of the
neck joint torque varies with the test posture and the
recommended range of the center of mass is deter-
mined according to the posture. Weight and center of
gravity position have a significant effect on the sub-
jective perception of body load level [14]. LeClair
et al. [15] mentioned that the maximum acceptable
mass of a helmet is about 1000 g, so the maximum
mass of a head-mounted display should not exceed
1000 g.

Contact pressure is mainly generated from seven
major areas of the head and face contacting with the
HMD, including the bridge of the nose, cheekbones,
eyebrows, forehead, temporal bone, top of the head,
and back of the head [16]. Head-facial contact pres-
sure is more sensitive to the position of the center
of gravity of the HMD. An HMD with a forward
center of gravity produced significantly higher nasal
contact pressure and overall discomfort than the one
with a backward center of gravity [17]. Studies have
shown that the overall and nasal subjective discom-
fort was closely related to the nasal contact pressure,
and the ear was the most sensitive to the discomfort
for the design with the center of gravity on the ear
[17]. Lee et al. [18] found that virtual reality head-

sets with different shapes of curves in contact with the
facial region exerted different levels of pressure on
the nose. Yan et al. [19] investigated the relationship
between the weight of the virtual reality headset and
the subjective head discomfort and pressure load, and
they concluded that the lighter weight can make users
feel better. At the same time, the integrated headset
is more comfortable than the soft band one.

3.2.1.2. Muscle fatigue. Fatigue is mostly associated
with muscle activity [20]. Eye movement is a natu-
ral habit and muscle fatigue rarely occurs, so visual
fatigue is inherently different from the usual muscle
fatigue, which is related to the activity of the central
nervous system [21]. Therefore, this paper discusses
the HMD visual fatigue study separately from the
HMD muscle fatigue study.

The weight of the HMD itself can cause fatigue.
The added weight on the helmet can make the center
of gravity of the head and helmet move forward. At
the same time, it can also increase the inertia of the
neck [22]. According to the analysis of the Surface
EMG, during each training, the fatigue level of the
last few hours is significantly higher than that of the
first few hours after wearing HMD [22].

Different target positions in virtual reality inter-
action can also affect musculoskeletal load and task
performance [23]. Redundant vertical target positions
should be avoided in VR interaction to reduce mus-
culoskeletal discomfort and injury risk. Nichols [24]
indicated that long-time experiments should be con-
ducted to effectively assess muscle fatigue problems.

In addition, during the interaction, free gesture
movements of the upper limbs without arm support
and prolonged static postures can lead to shoulder
discomfort and fatigue [25]. Repetitive and continu-
ous arm posture during interactions can also lead to
shoulder muscle fatigue [26].

3.2.1.3. Thermal comfort. The thermal comfort of
HMD is important. Previous studies have demon-
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strated that wearing headgear in warm conditions can
lead to subjective thermal disorders (STD) [27, 28].
HMD insulates the head area and can cause thermal
discomfort, which in turn reduces the user’s wear-
ing intention [29]. The thermal comfort of the user’s
head plays a crucial role in overall personal comfort.
Based on the surface area, part of the body heat is dis-
sipated through the head [30, 31]. In addition, virtual
reality headsets generate a lot of heat during opera-
tion, which means that the user will feel hotter than
wearing other headgear (such as a helmet) [32].

Infrared thermography (IRT) has attracted growing
attention nowadays in physiological studies because
of its great potential to quantify surface temperature
distribution easily and non-invasively and gener-
ate corresponding thermal images [31, 33, 34].
Dotti et al. [31, 33, 34] compared the application
of miniature data loggers and infrared thermogra-
phy (IRT) in human comfort research. Wang et al.
[35] studied the thermal characteristics and subjec-
tive thermal discomfort of virtual reality headsets.
They measured microclimate temperature and rela-
tive humidity using miniature data loggers, and the
temperature distribution between the user’s face and
the contact point of the headset using an infrared
thermal imaging camera. The study found that sub-
jective thermal discomfort was positively correlated
with usage time, microclimate temperature, relative
humidity, and display coverage area. They suggested
that the design of HMD should consider reducing the
display coverage area of the user’s face, especially
the area with a high sweating rate.

3.2.2. Visual ergonomics
The immersion that users obtain in VR environ-

ments depends largely on their visual experience. As
a result, the research of visual ergonomics of vir-
tual reality is particularly important. Latency refers
to the difference between the time required for a
virtual reality device to respond to a behavioral sig-
nal input by the user and the time for a VR device
to present the signal. In September of 2020, IEEE
(Institute of Electrical and Electronics Engineering)
developed an HMD standard to reduce virtual real-
ity diseases. It mentioned that the latency of virtual
reality can affect user immersion and cause incon-
venience, which put forward new requirements for
HMD hardware. Latency should be as low as possi-
ble, 20 ms or even less in latency will be acceptable
[36]. Frame rate is the number of frames per second
that the image is refreshed, and low frame rates can
cause flicker. Since flickering and low frame rates

may cause symptoms such as headaches, eye fatigue,
and seizures to sensitive users, the frame rate in VR
content must be synchronized with the refresh rate
of the VR HMD. It is recommended that the mini-
mum frame rate be no less than 30 fps (frames per
second) for images, 60 fps fo r graphics, and 90 fps
for interactive content. And the higher the pixels per
inch (PPI) of the VR image resolution is, the clearer
the content shown on the screen will be.

The visual ergonomics problems caused by VR are
mainly reflected in two aspects of visual fatigue and
motion sickness.

3.2.2.1. Visual fatigue. HMD can cause visual fatigue
[36]. Sheedy et al. [37] classified eye strain symp-
toms into external and internal symptoms based on
location. The main external symptoms are burning,
irritation, tearing, and dryness. These symptoms are
caused by a variety of factors, such as eyelid open-
ing, staring, upward gazing, reading small print, and
flickering at the front and bottom of the eye. Internal
symptoms are mainly pain, tension, and headache.

Analyzing the reasons for visual fatigue caused
by HMD, Peli [38] suggested that it was caused by
the mismatch between the convergence distance of
the eyes and the focal length. Yano et al. [39] pro-
posed that when viewing stereoscopic images, the
difference between the demands of conditioning and
convergence can place a lot of stress on the visual sys-
tem, leading to eye fatigue and measurable changes in
visual function. Bando et al. [40] observed that exper-
iments in the VR environment were more prone to
visual fatigue than experiments in the LCD environ-
ment, mainly due to image distortion or crosstalk in
the stereoscopic viewing and the proximity between
the source of illumination and the eyes.

3.2.2.2. Visually induced motion sickness. Visually
induced motion sickness (VIMS) may occur during
or after exposure to a virtual environment, causing
discomfort to the user, characterized by symptoms
such as nausea, headache, and disorientation [41].
VIMS is the main obstacle to be overcome in virtual
reality. It is estimated that about 30–80% of people
will experience some degree of illness when using
virtual reality [42]. Therefore, this section will focus
on VIMS in a virtual environment.

Previous theories suggest that motion sickness
stems from the body’s response mechanism to food
poisoning - when toxins are detected in food, the brain
triggers a perceptual disorder that forces the body
to vomit up the toxic food. Of course, such claims
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are difficult to substantiate, and current general
theories focus mainly on the confusion of visual-
motion signals. The main causes of motion sickness
include conflicts between visual information and
limb movement information, conflicts in visual ver-
gence regulation, excessive binocular parallax, and
discontinuous changes in parallax [43]. Sensory con-
flict theory posits that motion sickness occurs when
sensory signals, particularly signals related to self-
motion, from the various sensory systems (e.g. visual
system, vestibular system, proprioceptors) are either
in conflict with one another or else strongly vio-
late expectations based on previous experience [44].
Therefore, conflict reduction is essential to avoid
motion sickness [45]. In order to reduce motion
sickness, Mizukoshi et al. [45] developed a scal-
ing method for master-slave remote control systems
based on the gaze motion of the head towards or away
from the object.

VIMS is affected by individual factors [46]. These
factors include age (younger individuals more sus-
ceptible than older individuals), sex (females more
susceptible than males), and personality factors (indi-
viduals low in extraversion, high in neuroticism,
and/or high in anxiety all being more susceptible)
[41, 47].

Many of the factors that induce motion sickness
are related to VR simulator hardware and displays
[44]. Studies on HMD hardware-related factors lead-
ing to motion sickness mainly include display device
types (screen, monitor, and helmet display) [48–50],
the field of view (FoV) [51, 52], time delay [53],
frame rate [54] and flickering [55]. Field of view
refers to the size of the area that the user can
observe. A small FoV indicates a narrow viewing
area and the user must move the screen frequently.
While small FoV is characterized by reduced image
immersion and visual cognition, large FoV can lead
to screen distortion, causing users to feel dizzy or
uncomfortable [56].

VR latency can distract users, affecting their com-
fort and the intensity of motion sickness [57]. Lee et
al. used the Delphi methodology to evaluate the effect
of HMD on motion sickness and found that latency
was the most critical consideration for the helmet dis-
play comfort experience [56]. The accumulation of
flicker triggers motion sickness in the user.

The evaluation of VIMS is mainly divided into the
subjective evaluation and objective evaluation. Sub-
jective evaluation is essentially a study of the opinions
of the majority of the subject group and can directly
reflect user feelings. The commonly used question-

naire for evaluating motion sickness is the Simulator
Sickness Questionnaire (SSQ) proposed by Kennedy
in 1993 [41]. The SSQ assesses motion sickness by a
total score based on three factors: nausea, oculomo-
tor, and disorientation.

The SSQ has been widely used to measure signs
and symptoms associated with military virtual real-
ity simulators [41, 58]. However, some items in the
SSQ have little correlation with the measurement of
motion sickness in virtual reality environments [59].
The SSQ has been continuously improved in recent
years, Kim et al. [60] argued that some items in
the SSQ are not relevant to symptoms in VR envi-
ronments and proposed the Virtual Reality Sickness
Questionnaire (VRSQ). The VRSQ is composed of
two parts: eye discomfort and orientation disorder,
which excludes nausea, as nausea has a small effect
on motion sickness in the VR environment.

Subjective assessment is convenient and widely
used. However, it is subject to individual influence
and can only obtain rough changes. In contrast,
objective assessment has the advantages of less mea-
surement error and direct measurement of human
body response. But it also has limitations of device
use and unintuitive data. Therefore, researchers often
use the method of combining subjective evaluation
with objective measurement.

Postural instability has been identified as a key pre-
dictor of motion sickness [61]. The measurement of
postural instability includes two types of methods:
the center of gravity judgment method and the path
judgment method. In the method of determining the
center of gravity, the force plate can be used to test
the instability of the body’s posture when standing
[62]. Changes in the center of pressure position in
the Anterior-Posterior (AP) and Medial-Lateral (ML)
axes are recorded at a frequency of 50 Hz. The effects
of the visual task and the motion sickness state are
mainly concentrated in the anterior-posterior axis. In
the path judgment method, a magnetic sensor is used
to record the subject’s posture data and fix it to the
center of the participant’s back [63], collecting the
path data on the X and Y axes at a frequency of
120 Hz. The temporal complexity of pose instabil-
ity is studied using sample entropy and normalized
path length, and the size of pose instability is studied
using elliptical area and path length.

Other objective physiological data such as elec-
trooculogram (EEG), electrocardiogram (ECG),
electroencephalogram (EOG), galvanic skin response
(GSR) and photoplethysmogram (PPG), blood pres-
sure (BP), heart rate (HR), pulse rate, blink rate can
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also be used as objective assessment indicators of
motion sickness [43, 64, 65].

3.3. Ergonomics issues related to software
factors

The software content of virtual reality has lit-
tle impact on the physical ergonomic aspects and
will not be discussed here. The perceptual issues
and visual fatigue continue and even extend while
using HMDs with near-eye displays embedded [66].
Therefore, the ergonomics issues related to soft-
ware factors are mainly discussed in two dimensions:
visual ergonomics and cognitive ergonomics.

3.3.1. Visual ergonomics
3.3.1.1. Visual fatigue: VR content can also affect
visual comfort and cause visual fatigue. Choy et al.
[67] demonstrated that participants viewing stereo-
scopic 3D (S3D) with a virtual reality device
exhibited higher SSQ scores than participants using
other devices. Kooi and Toet [68] investigated the
effect of binocular image defects on the visual fatigue
of the stereo vision system. They found that almost all
binocular image asymmetries severely reduced visual
comfort.

3.3.1.2. VIMS: In addition to individual differences
and HMD hardware factors, factors that may cause
motion sickness are sound and content [69]. There-
fore, the occurrence of virtual reality-induced motion
sickness is correlated with software content design.
IEEE Standard [36] stated that unnatural and abrupt
virtual camera movements and asynchronous behav-
iors that do not match the visual experience of
VR content can cause user dizziness and discom-
fort, and suggests that the frame rate in VR content
must be synchronized with the refresh rate of the
HMD. And in the case of VR content with high
image complexity, users are forced to recognize a
large amount of visual information, which may also
lead to VR sickness. Therefore, dynamic scenes are
prone to cause motion sickness symptoms, result-
ing in users quitting the evaluation [70], while
few significant discomforts are reported in static
scenes [71].

Keshavarz and Hecht [72] found that pleasant
sounds in a simulator environment can reduce motion
sickness, especially when the pleasant sounds make
participants feel relaxed. However, the direction of
the sound should be determined by the user’s head
position, and mismatches between the sound source

and the actual audio playback can also lead to virtual
reality illness [36].

3.3.2. Cognitive ergonomics
Cognitive ergonomics research for virtual reality

software is focused on two aspects: task performance
and cognitive load.

3.3.2.1. Task performance. Virtual reality environ-
ments can have an impact on users’ task performance.
Rizzuto et al. [73] evaluated the performance of the
pointing task in real and virtual environments and
found that the target error in the virtual condition was
significantly larger than that in the real condition. To
compare walking in virtual reality and the real world,
various aspects were studied, including types of sys-
tems such as video displays and helmet displays, 3D
spatial recognition, speed recognition, environments
such as space stations or buildings. Several schol-
ars [74, 75] have compared navigation tasks in HMD
and desktop environments, including the number of
captures, distance traveled, and average speed. The
experiments showed that, in general, people were
more satisfied and intuitive with HMD, but performed
better on the desktop environment for most tasks.

Task performance is closely related to access to
information in the virtual environment. Lee et al. [76]
investigated the influence of text information on the
cognitive processing of visual information in HMD
by obtaining user evaluations from three dimensions:
contrast sensitivity, sentence length, and text size.
They proposed that in a virtual reality environment,
text size of 96 pixels or more, a background contrast
sensitivity of 75% to 50%, and an effective sentence
length ratio of 33.3% to 50% were used to ensure
the readability of text information. Lambooij et al.
[77] also conducted a user study to determine the
visual discomfort associated with 3D stereoscopic
displays compared to 2D displays and suggested
that participants with a moderate binocular condi-
tion experienced more visual discomfort and showed
decreased performance in reading tasks. By studying
the effects of color mode (dark or light mode), periph-
eral illumination, and virtual illumination on reading
text, Erickson et al. [78] found that using light mode
under bright virtual illumination facilitates the legi-
bility of text to the user, but switching to dark mode
was beneficial when lowering the virtual illumina-
tion. They believed that this was partially due to a
color bleeding effect that occurs when a light-colored
letter was presented on a dark background, where the
light from the letter partially illuminates neighboring
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background pixels and results in a letter that appears
slightly larger [79].

3.3.2.2. Cognitive load. A particular challenge of vir-
tual reality is the potential overload of visual input,
which creates an unnecessary cognitive load [80].
Rhiu et al. [81] verified that users felt a higher work-
load when using the HMD while walking and driving.
In particular, the scores of mental demand and frus-
tration were significantly different between the two
systems, as users felt dizzy or mentally stressed when
participating in the experiment. Chang et al. [82]
designed a driving system with embedded Stroop
tasks. Stroop task had been used to assess cogni-
tive processing and selective attention abilities, which
asked an individual to distinguish whether a certain
word’s meaning and visual color match [82]. They
found that the average response time when users
answered Stroop trials in the FSD (flat-screen dis-
plays) condition was shorter than that in the HMD
condition. This indicated that HMDs might have

caught more of the users’ attention for virtual driv-
ing, which led to their delayed responses to the Stroop
trials. In terms of gender differences, they found that
men outperformed women in virtual driving, espe-
cially at longer driving distances. They speculated
that the reason for this may be that females have a
higher cognitive load in virtual driving. Female users
had a significantly lower average minimum oxygen
saturation and a greater decrease in oxygen satura-
tion during the use of the system. The virtual driving
system generated more mental work for women,
which resulted in greater oxygen consumption
[82].

4. Summary of the evaluation methods for
the above ergonomic issues

Facing the ergonomic evaluation of virtual reality,
there are different evaluation indexes and methods for
different problems, which are summarized in Table 1.

Table 1
Metrics and methods for ergonomic evaluation related to virtual reality

Content Researcher Index Method

Pressure Chang et al. [16] Subjective discomfort
evaluation

Subjective discomfort scoring using a visual analog scale for the overall
3D glasses, nose, and posterior edge of the ear

Contact pressure value Nasal pressure testing with FSR thin-film sensors
Song et al. [83] Subjective comfort

evaluation
Evaluation of subjective comfort using Borg’s CR-10 scale

Contact pressure value Acquisition of objective pressure values at the test site using FSR
thin-film sensors

Muscle fatigue
Thermal comfort

Chihara et al. [13] Neck joint torque The position of the center of mass of the minimum neck joint moment
varies with the test posture

Theis et al. [84] Electromyographic signal Electromyography
Wang et al. [35] Subjective discomfort

evaluation
At 10, 20, 30 and 45 minutes users evaluate the degree of thermal
discomfort with a score of “0” for no thermal discomfort and “10” for
extreme thermal discomfort

Microclimate temperature
(MT) and microclimate
humidity (MHR)

Microclimate temperature and relative humidity were measured using a
miniature data logger

Temperature distribution The temperature distribution between the user’s face and the contact
point of the headset was measured using an infrared thermal imaging
camera

Visual fatigue Lambooij et al. [85] Subjective questionnaire
evaluation

Ask subjects to express the degree of discomfort after viewing or
Complete some specially designed questionnaires

Wang et al. [86] ECG indicators Find the changing pattern of visual fatigue by time-domain analysis and
frequency domain analysis of ECG signal

Kim et al. [87] Eye movement indicators The common eye movement indicators used to analyze visual fatigue
include blink duration, gaze duration, etc.

Bang et al. [88] EEG indicators EEG indicators include power spectrum in different frequency bands,
the center of gravity frequency, and fatigue factor

Wan et al. [89] SSQ and optometry data It included a main experimental phase and a control phase. Each phase
consisted of four questionnaires, four optometric tests, three HMD use

Hirota et al. [90] Binocular fusion
maintenance, subjective
visual score

Binocular fusion maintenance (BFM) measurements using a binocular
open window Shack-Hartmann wavefront aberrometer with LCD
louvers

(Continued)
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Table 1
(Continued)

Content Researcher Index Method

VIMS Kinsella et al. [63] Postural instability Center judgment method and path judgment method. The ellipse area is
used to describe the size of the area where the pose wobble occurs, and
the path length provides information about the overall number of pose
wobbles and represents the actual length of the motion

Theis et al. [84] Subjective Halo Scale SSQ Subjective Scale
Kim et al. [91] Virtual Reality Disease

Prediction (VRSP)
Perceptual motion features are extracted independently for each rotation
axis. Such as the user’s head angular velocity (ωvest), visual angular
velocity (ωvis), and perceptual angular velocity (ωper) to model the
interaction between the user’s motion and the vestibular system

Park et al. [92] Subjective Halo Scale VRSQ subjective scale
Chung et al. [93] EEG signals Predicting motion sickness with EEG and deep learning can achieve

82.83% accuracy on the dataset
Jia et al. [43] Objective physiological

signals
Results from a VR-based vehicle driving simulator experiment suggest
that the relationship between blood pressure, pulse rate, blink rate, and
VIMS could be a candidate for the assessment of VIMS

Effectiveness Sebok et al. [94] Radiation status awareness Correctness in determining the radiation level at three locations in
multiple reactor hall pictures

Kinsella et al. [63] Accuracy and time to hit Accuracy was calculated by the number of hits in the trials. Hit times
were calculated by adding up the time between the announcement of the
target and the hit each time, plus three seconds for each miss in each set
of trials

Theis et al. [84] Time to complete the task Participants perform different maintenance tasks and record the time to
complete them

Mustonen et al. [95] Vigilance tasks The amount of time participants took to react when the square morphed
into the target shape

Schega, et al. [96] Visual cognitive
performance

Reaction time, error rate, the time cost of switching between monitors

Shi et al. [97] Eye-tracking function Task performance correlates with gaze tracking functions, including
gaze movement and pupil dilation

5. Conclusion

In this paper, we summarized the ergonomics
research of virtual reality and introduced subjective
and objective evaluation methods for related issues.
Based on the above review, we consider that there are
three trends in future research:

(1) First and foremost, we should enhance the
development of VR hardware.

From the various human-caused problems listed
in the text, it can be found that problems concern-
ing VR hardware are serious problems that limit
the development of the virtual reality industry and
affect the user experience, and emphasis should be
placed on enhancing the development technology of
the virtual reality headset hardware system. Methods
such as reducing latency and flicker and increasing
display resolution can effectively reduce VR-related
diseases.

(2) We should refine design guidelines for VR soft-
ware content.

Virtual reality-related illnesses often prevent users
from experiencing virtual reality-designed content
for long periods. In terms of improving user expe-

rience from VR software, we believe that VR content
developers should consider not only the design of the
content, but also whether the user will feel any dis-
comfort due to unsuitable VR content, such as the
speed of scene switching and the dynamic effect of
the interface. In the future, we can refine the design
guidelines of VR software content through in-depth
research.

(3) We should establish the design model based
on human factors and a comprehensive evaluation
system for head-up display.

By clarifying the mapping relationship between the
design parameters of product modeling characteris-
tics and human factors evaluation indicators, we can
provide a theoretical basis and data support for the
improved design of products. In the future, we can
consider customizing HMD according to personal
conditions such as head circumference to reduce the
current local pressure and light leakage caused by
improper size. Combining subjective evaluation by
experts and statistical analysis of data, a comprehen-
sive evaluation index system for human factors of the
headset is gradually constructed to form a complete
set of subjective and objective evaluation methods.
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[5] Leskovský R, Kučera E, Haffner O, Matišák J, Stark E. A
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