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Abstract. This paper outlines the approach taken to iteratively evaluate a set of VR/AR (virtual reality / augmented reality) 
applications for five different manual-work applications – terrestrial spacecraft assembly, assembly-line design, remote main-
tenance of trains, maintenance of nuclear reactors, and large-machine assembly process design – and examines the evaluation 
data for evidence of the effectiveness of the evaluation framework as well as the benefits to the development process of feed-
back from iterative evaluation. ManuVAR is an EU-funded research project that is working to develop an innovative technol-
ogy platform and a framework to support high-value, high-knowledge manual work throughout the product lifecycle. The re-
sults of this study demonstrate the iterative improvements reached throughout the design cycles, observable through the trend-
ing of the quantitative results from three successive trials of the applications and the investigation of the qualitative interview 
findings. The paper discusses the limitations of evaluation in complex, multi-disciplinary development projects and finds evi-
dence of the effectiveness of the use of the particular set of complementary evaluation methods incorporating a common in-
quiry structure used for the evaluation – particularly in facilitating triangulation of the data. 
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1. Introduction 

Manual work is a crucial and expensive compo-
nent of manufacturing. With globalisation causing 
companies to reduce manual work costs by offshor-
ing and global outsourcing there has been an increase 
in associated problems such as longer lead times, 
lower quality products and services, and weaker 
management. The pressure of globalisation and the 
decline of the working-age population in Europe 
suggest that the situation will worsen in sectors char-
acterised by high-value manual work that cannot be 
automated or outsourced. The ManuVAR project is 
an EU-funded research project focusing on improv-
ing manual work through the development of VR/AR 
human factors tools. The project, nearing completion, 
has five industrial areas of application which, consi-
dered collectively, cover both the entire system life-
cycle and the full spectrum of manual work – terres-
trial spacecraft assembly, assembly-line design, re-
mote maintenance of trains, maintenance of nuclear 
reactors, and large-machine assembly process design. 
The development of the applications is part of a 
broader participatory action research approach in 
which the ManuVAR project will support implemen-
tation of the applications in order to harness the pow-
er of VR/AR technology and improve the way ma-
nual work is performed in each organisation. 

At the very outset of the project, human factors 
(HF) experts consulted with stakeholders in the five 
end-users in the project consortium – as suggested by 
exponents of participatory ergonomics [13] - and 
elicited a set of seven gaps related to manual work: 
(1) lack of communication through the lifecycle, (2) 
poor interfaces, (3) inflexible design process, (4) in-
efficient knowledge management, (5) low productiv-
ity, (6) lack of technology acceptance and (7) physi-
cal and cognitive stresses [14]. These seven gaps 
correspond to the needs of the end-user organisations 
in supporting high-value manual work and the project 
set about developing four core VR/AR applications 
and a technological platform to support them. The 
four VR/AR applications were to be used to: (1) pro-
vide real-time on-site support of integration/assembly 
and/or maintenance, (2) allow the application of er-
gonomic analysis in workplace design, (3) support 
task planning and analysis, and (4) support the train-
ing of users. Each of these applications had a specific 
‘Cluster’ – a sub-set of project partners involved in 
the development of this application. Each cluster 
incorporated research partners, technology partners 

and the end-user organisation for whom the applica-
tion was being developed. Insofar as possible clusters 
were also grouped geographically. 

1.1. The development approach – iterative, agile, 
participative 

The development of the ManuVAR application 
tools was both iterative – using an agile process of 
development; and participative – involving many key 
stakeholders. Agile development has been defined as: 
“A manufacturing system with capabilities (hard and 
soft technologies, human resources, educated man-
agement, information) to meet the rapidly changing 
needs of the marketplace (speed, flexibility, custom-
ers, competitors, suppliers, infrastructure, respon-
siveness)” [1]. Because of the relatively short dura-
tion of this project (3 years) and the broad scope of 
the research initiative it was decided that an agile 
development approach – much favoured in software 
development – would provide the flexibility and 
speed necessary. 

The purpose of involving stakeholders and users 
from the outset of the development process is to in-
crease the acceptance of the product and ensure the 
technology is put to the service of the user and 
his/her needs. By employing participatory design [2] 
and User Centred Design/Human Centred Design 
(UCD/HCD) approaches [3] it is easy to take account 
user needs. Several studies have examined various 
aspects of the integration of agile methods and 
UCD/HCD [4,5] and it has been demonstrated that 
the majority of practitioners perceive the integration 
of agile methods with UCD to have added value to 
their adopted processes and to have increased end-
user satisfaction with the product developed [6]. 

In EU research projects, it is quite unusual to use 
all end-user organisations in the consortium as a net-
work and work by the rules of agile and UCD. This 
presented challenges for the evaluation of the appli-
cations. The evaluation strategy had to be designed 
within the limitations of four short design-develop-
evaluate cycles and taking account of the different 
perspectives and priorities of the respective end-user 
organisations. Also as these cycles progressed within 
the formative design phase of the solution, the tools 
had to be sufficiently robust, yet flexible, to provide 
meaningful feedback to the development team for the 
next development cycle. 
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1.1.1. The design-develop-cycle 
Design – This involved specifying the end-user re-

quirements and mapping out the technological archi-
tecture of the technological platform which would 
host the four applications. 

Develop – This was the phase where the technol-
ogy partners worked on operationalising the end-user 
requirements. 

Evaluate – At this phase in the cycle the technol-
ogy is tested with real users (in ManuVAR terminol-
ogy, a ‘Trial’) and evaluated according to the evalua-
tion framework. This is the phase in the development 
cycle upon which this paper is focused. 

Each design-develop-evaluate cycle culminated 
in a trial of the application tool, with a feedback loop 
from the evaluation results back to the design of the 
next iteration. There were four trials in the relatively-
short development phase of the project – a period of 
9 months. As development progressed the aim of 
each trial changed from a focus on the technical ele-
ments, and their combination,      to the functional 
elements and their support of the specific task and 
organisational need.  As is clear from Table 1 the 
trials also took place in various European locations 
(determined by the location of technology or end-
user partners in the project consortium). 
 

Table 1 
Overview of the trial locations and foci 

  Location Focus 
Trial 

0 
Greece · First robust technical elements 

· Testing that the technologies link up 
Trial 

1 
Spain · Testing available functions 

· Capturing initial user feedback 
Trial 

2 
Finland · Testing improvement on functionality 

· Testing new functionalities 
· Testing user and technology performance 
· Capturing user feedback 

Trial 
3 

Finland · Testing improvement on functionality 
· Testing new functionalities 
· Agreeing final functions 
· Testing user and technology performance 
· Capturing user feedback 

 

2. The evaluation methods 

To maintain a consistent approach to evaluation in 
the different trials, a set of 5 methods was used 
across all applications (i.e. questionnaires, observa-
tion, heuristic evaluation, interviews, and a sickness 
questionnaire). There were a number of constraints 
which had an impact on the methods chosen, how 
they were administered, and the analysis of results.  
These constraints and limitations are characteristic of 

all types of participatory action research [7] and mir-
ror those contained in work in the aircraft mainten-
ance field [8]. For example, access to the technology 
and end-users was limited to 90-120 minutes there-
fore multiple evaluators had to administer some me-
thods concurrently; limited resources in end-user 
organisations (together with the constraints of the 
multiple Trial locations) meant that there was be-
tween one and three end-user participants per case 
study which restricted the analysis of the data.  How-
ever, these are common issues faced when working 
with industrial partners – there is a delicate compro-
mise to be reached between scientific rigour and the 
practical constraints of real world research which will 
be implemented in an end-user organisation. Despite 
these constraints, the researchers controlled as many 
parameters as possible to ensure a logical and consis-
tent approach - the ultimate goal being to produce 
useful results to feed back into the each successive 
design-develop-evaluate cycle.   

2.1. Questionnaire 

Each of the four applications had a tailored ques-
tionnaire which involved an examination of common 
issues. That said, a number of core questions under 
six headings were included in all the questionnaires - 
setting up the task, performing the task, display of 
task progress, accessing and storing data, visualising 
the data, and general user experience – using a four-
point Liker rating scale from extremely negative (1) 
to extremely positive (4). There are however disad-
vantages to using questionnaires, e.g. insufficient 
richness of data and responder bias, therefore a num-
ber of additional methods were used to overcome the 
shortcomings of any one particular method. 

2.2. Observation 

Evaluators carried out a structured observation of 
participants interacting with the technology in each 
case study in order to: gather information about how 
participants performed a task, identify general and 
specific usability issues, as well as monitor their be-
haviour (positive and potentially negative), and ob-
serve the types of postures adopted.  Evaluators had a 
specific list of categories and tasks being carried out 
(which matched the six headings used in the ques-
tionnaires) and used these to note relevant behaviours 
exhibited by participants. Evaluators also used a 
four-point Likert rating scale from extremely nega-
tive (1) to extremely positive (4). Observing how 
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participants interact with a system can highlight usa-
bility problems, areas in which training may improve 
participant performance and their VR/AR experience.   

2.3. Interview 

Post-task interviews were conducted with partici-
pants, focusing on any negative responses given in 
the questionnaires (as this was particularly useful in 
feeding into re-design).  Semi-structured questions 
were also used to probe deeper into issues such as 
acceptability, likeability, potential utility within 
companies and cost-benefit.  A core set of questions 
was used across all the case studies, with additional 
questions to address issues specific to a particular 
case study. 

2.4. Other methods 

An adapted version of an expert heuristic evalua-
tion tool (VIEW-IT) was used [9]. The Simulator 
Sickness Questionnaire [10,11] was also used to cap-
ture any symptoms participants may have been expe-
riencing both pre- and post-task. These methods are 
not part of this paper. 
 

3. Rationale for the combination of evaluation 
methods 

A well-structured and consistent approach to the it-
erative cycles of design-develop-evaluate was neces-
sary so that all involved (researchers and partici-
pants) were aware of their roles and responsibilities, 
and to maximize the feedback captured.  As the focus 
of each successive trial developed and expanded (see 
Table 1) so too did the evaluation framework – 
emerging as it did through the development cycles as 

lessons were learnt and incorporated into the design 
of the next evaluation exercise.  
Trial 1 was used as much to pilot the IT framework, 
as well as to gather data.  This was also the first time 
that all the technological elements had been pre-
sented.  Following Trial 1 the evaluation team had a 
better understanding of the type and nature of the 
elements to be assessed, types of participants availa-
ble and required, and the tools needed.  For example, 
it was noted that expert and non-expert review of the 
systems was necessary as each group provided dif-
ferent and relevant feedback.  Furthermore it enabled 
the confirmation of the roles and responsibilities of 
the Human Factors team. 
Several changes were made to the structure of the 
evaluation tools to eliminate redundancies and to 
improve their design. The initial tools were consis-
tent with evaluating a system against usability guide-
lines such as those for general performance, naviga-
tion and user comfort. However the trials required 
evaluation of several systems in varying states of 
development and using a variety of interaction me-
thods and displays. In order to structure the evalua-
tion to be consistent for all systems and cases, the 
tools were modified to support the respondents’ un-
derstanding of the process of the trial rather than sep-
arate elements.  For example, as previously stated, all 
cases consisted of: setting up the task, performing the 
task, display of task progress and so on; even if some 
of the questions below these headings were slightly 
different or not applicable for each case.  This pro-
vided a well-structured and consistent basis for as-
sessing all cases as well as reporting the results.  In 
this way the evaluation team were able to identify 
where in the process issues were highlighted – an 
important piece of information to be fed back to the 
development team.  In addition by consistently using 
the same questions it was possible to see in subse-
quent trials whether changes had been made.

Table 2 
Overview of structure of Trial 3 – showing types of users involved, and evaluators per cluster 

 
 CL1 - Satellite  

Assembly 
CL 2 - Workplace 
Design 

CL 3 - Remote  
rail maintenance  

CL4 - Nuclear  
reactor maintenance 

To-
tal 

Interviews 1 Expert 
2 Novice 

2 End-user 
2 Novice 

3 Expert (2 Finland, 1 Spain) 
2 Novice (1 Finland, 1 Spain) 

2 Expert 
2 Novice 

16 

Questionnaires 1 Expert 
2 Novice 

2 End-user 
2 Novice 

3 Expert (2 Finland, 1 Spain) 
2 Novice (1 Finland, 1 Spain) 

2 Expert 
2 Novice 

16 

Observations 1 Expert 
2 Novice 

2 End-user 
2 Novice 

3 Expert (2 Finland, 1 Spain) 
2 Novice (1 Finland, 1 Spain) 

2 Expert 
2 Novice 

16 

Evaluators 4 4 3 (Finland), 1 (Spain) 5 17 
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Table 2 illustrates the complexity of evaluation at 
a trial. Multiple categories of user: ‘novice’ (users 
unfamiliar with tool and industrial context), ‘expert’ 
(users familiar with tool development and industrial 
context) and ‘end-user’ (industrial partners involved 
in the development); simultaneous evaluation in 
different locations; and the concomitant requirements 
for evaluators all conspire to a complex and 
changeable piece of research providing further 
evidence for Ward et al.’s (2010) claims about the 
pitfalls of participatory action research. 

4. Results 

The evaluation methods generated both qualitative 
and quantitative data. Interrogating these data sources 
and using trend analyses allows us to ascertain the 
effectiveness of the evaluation methods in defining 
usability and utility issues.  

4.1. Quantitative results 

The ratings from the Questionnaire and Observation 
were combined to get overall ratings for each cluster 
across the trials. The rating scale goes as follows: 1 
(extremely negative), 2 (negative), 3 (positive), and 4 
(extremely positive). Figure 1 illustrates the trend of 
average ratings of each cluster’s application as the 
trails progressed. No clear trend emerged across clus-
ters. Cluster 1 showed disimproved performance in 
each successive trial. Cluster 2 improved from Trials 
1 to 2, but disimproved slightly in Trial 3. Cluster 3 
showed a very slight negative trend across all three 
trials. Whereas Cluster 4 had a pattern similar to 
Cluster 2. Only when examining Trial 2 to Trial 3 
can we start to see a trend common to all clusters – 
slight deterioration in usability and utility ratings. 
 

 
Fig. 1Average Ratings for each Cluster across Trials 
 

The detailed results per cluster shed more light – in 
particular the following categories: 

� Setting up the task 
� Performing the task 
� Display of task progress 
� Visualising data 

 

 
Fig. 2 ‘Setting up the task’ Ratings for each Cluster across Trials 
 
Ratings for ‘Setting up the task’ show a strong posi-
tive trend for both Clusters 2 and 4 – mirroring the 
overall trend for these clusters. Cluster 3 has a rela-
tively constant rating across trials, with a slight 
downturn in Trial 3. Cluster 1 has no clear pattern 
with initial improvement leading to a return to Trial 1 
levels in Trial 3. 
 
 

 
Fig. 3 ‘Performing the task’ Ratings for each Cluster across Trials 
 
No cluster has overall positive trends for ‘Performing 
the task’ ratings – though for all there is improve-
ment from Trial 1 to Trial 2. In two Clusters (1 and 
2) there is a negative trend from Trial 2 to 3, while 
Cluster 3 remains constant. This category did not 
apply to Cluster 4.  
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Fig. 4 ‘Display of task progress’ Ratings for each Cluster across 
Trials 
 
There is no clear trend at all for ‘Display of task 
progress’ ratings – apart from improvement from 
Trial 2 to Trial 3. 
 

 
Fig. 5 ‘Visualising data’ Ratings for each Cluster across Trials 
 
There is no clear trend for ‘Visualising data’ ratings 
but by Trial 3 all Cluster for whom these ratings ap-
ply are firmly in the positive end of the scale. 

4.2. Qualitative results 

Examining the qualitative data elicited from the in-
terviews can help to provide detailed explanations of 
how the changes in ratings actually impacted the 
clusters and the applications they are developing. In 
addition it helps to explain why the ratings have im-
proved or disimproved. Specific examples are pro-
vided for each cluster application. For example, the 
interventions made in interface improvement (both 
graphical user interface and human-machine inter-
face), suggestions for implementation of the applica-
tions and for future training and procedural design.  
 

4.2.1. CL 1 Satellite assembly – task analysis and 
procedure validation 
General user experience 
The application has been improved over the course of 
the trials. Application users can carry out the proce-
dure validation more quickly and more accurately 
than before. Although greatly improved, there is still 
need to further develop the application’s methodolo-
gy to achieve the full potential of the task analysis. 
Setting up the task 
Setting up the task did not improve from T2 to T3. 
This was partially because the preparation of the task 
actions was carried out by developers and users were 
not logging on the system by themselves. There was 
also some delay in responding to users’ actions and 
some blurriness when adding and saving text. Users 
expressed that they wanted to work with a simpler 
interface for preparing the task. 
Visualising the data 
Visualising the data has been improved in T3, al-
though there were some problems with stereoscopic 
vision and 2D was used on occasion. Nevertheless 
the screen was less cluttered and the use of symbols 
to represent the data was more appropriate. Users 
were also happy to have all the information presented 
on power walls.   

4.2.2. CL 2 Workplace design – ergonomic analysis  
Display of Task Progress 
Display task progress improved from T2 to T3 as the 
task recording time was shown more accurately 
(every second rather than updated every 5 seconds).    
Visualising data 
Visualising the data showed slightly less improve-
ment from T2 toT3. Recorded values related to angle 
and frequency of the movement of a body part (i.e. 
either arms, neck or back) were shown in two tables 
representing dynamic and static postures respective-
ly.  This was missing from Trial 2, during which a 
confusing table presenting repetitions per minute and 
static postures was shown instead.  The T2 interface 
displayed a recorded task duration. The T3 interface 
improves the clarity of what the results actually show 
by displaying the estimated real task duration, that is 
to indicate that the displayed results have been extra-
polated to show (e.g. whether postures are healthy if 
performed over 4 hours etc). 
Performing task 
Performing the task showed slightly less improve-
ment from T2 toT3. The HF expert does not have 
many tasks to perform whilst the operator is carrying 
out an assembly task. In addition to starting and 
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stopping the task recording, the expert also has the 
option to pause and re-start the task if they need to 
give additional instruction to the operator. 

4.2.3. CL3 – remote rail maintenance – task planning 
and diagnostics 
Visualising data 
The visualisation of the data that the user needs to 
use this application has improved over the course of 
the trials. Predominantly this is due to the improve-
ment of the icons and text boxes used. There was 
clear improvement in the labelling of icons and parts, 
and the ability to position icons. 
Display of task progress 
This aspect of usability also improved. Symbol 
placement functions helped to improve the feedback 
between the system and user and this, in turn, al-
lowed each of the two distributed participants to un-
derstand what progress they had made. Similarly 
designers are now able to see the worker in the real 
environment and can immediately ascertain what 
stage in the task they are at and if they have difficul-
ties. 
Setting up the task 
Latency, or lag, was an issue here in all trials and 
ratings for this factor did not show much improve-
ment over the course of the trials. In reality latency, 
as it presented itself during the trials, was more a 
factor of the internet speed in the organisations host-
ing the trial but nonetheless respondents were increa-
singly frustrated with the lack of improvement in this 
area – even if some improvements that had been 
made with the software latency from Trial 1 to Trial 
2 were eroded in Trial 3 when the internet connection 
was especially poor. 

4.2.4. CL4  - Nuclear reactor maintenance – training 
tool 
General Issues 
As this type of training cannot be carried out in the 
organisation at present, the application was seen to 
have added benefit and improvement was expe-
rienced across trials.  The motor skills and simulation 
training were seen as favourable as they focused on 
specific issues required by the organisation - how to 
improve trainees with as real an experience of the 
required task without actually spending time in a real 
plant with real equipment and real pipe-work.  The 
cost effectiveness of a computer-based system is 
clear.  All parts of the task can be re-used and the 
task can be replicated many times with many trainees.  
The addition of a ‘display of results’ of the trainee 

was perceived as a real added benefit as this supports 
the trainees’ development as well as the their under-
standing of the support needed. 
  
Display of Task Progress 
Several improvements were made between T2 and 
T3.  In response to suggestions from T2 the feedback 
"tick" and "cross" were enlarged and sounds asso-
ciated with them were played in the procedural train-
ing lesson.  In the simulation training a feedback box 
was provided which displayed the status of the po-
lishing task.  This supported the user in being aware 
of their progress as the task progressed and finally 
completed.  The additional feature of a display of the 
results of the trainee was highly positive.  While the 
feedback provided was still basic, it was possible to 
see the potential benefits to the trainee as well as 
trainer.  This feedback enables the trainee to under-
stand their progress and the trainer to see what fur-
ther support is required. 
 

5. Discussion 

The evaluation framework set out in this paper needs 
to be critically examined in terms of its contribution 
to the development of the applications. Did the sys-
tem operate more effectively as the trials progressed? 
Were the applications more usable as the develop-
ment went ahead? Were user experiences more posi-
tive in each trial? In order to answer these questions 
properly one must separate out the effects of the ef-
fectiveness of the evaluation framework itself from 
other factors that impact on usability, performance 
and acceptance. In such a large and complex research 
project with so many multi-disciplinary partners and 
with so many agendas (often competing) it is hard to 
be able to give a definitive answer with sample sizes 
that are again compromised by pragmatic concerns. 
The paper has detailed some of the factors which 
have impacted on user perceptions of the applications 
but which are unrelated to the tools themselves (e.g 
the latency issue with Cluster 3 caused by poor inter-
net connections). Similarly it is worth noting that all 
the clusters reported a negative trend for the results 
of the last trial. This could be due to the fact that the 
time available between Trial 2 and Trial 3 was not 
sufficient to enable the developers to act upon all the 
issues raised during the previous trial. Further there 
was a decision to concentrate the efforts on the fur-
ther development of the common platform for all the 
clusters, so as to improve the unity of a single overall 
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ManuVAR application. However this is not a soft-
ware feature appreciable from the end-user perspec-
tive according to the categories considered cluster by 
cluster and as such the results can be considered dis-
torted by this. 
So while it has not been possible to demonstrate with 
any conviction that the evaluation framework posi-
tively contributed to the development of the applica-
tions (over and above the normal development over 
time) what it has demonstrated is that by using mul-
tiple methods (questionnaires, interviews and obser-
vations primarily) with a common inquiry structure it 
is possible to triangulate the evidence from one 
source with that of another. This is something which 
is advocated by many human factors experts [12] and 
in this particular case it has been effective in that the 
evaluators have been able to create a real, nuanced, 
and richer picture of the improvements made and 
further improvements needed than would have been 
possible with one method alone. This finding 
represents an important lesson learned for evaluating 
complex VR/AR development projects – one which 
will be useful as the ManuVAR project moves into 
its final phase of demonstrator building. In addition it 
is clear that speedy development of the applications 
was facilitated by the evaluation framework which 
was able to meet the requirement to test an applica-
tion and give feedback three times in the 9-month 
development period.  
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