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Abstract.  Accurate sound source localization has advantages for the performance of work by humans.  The ability to accurate-
ly localize sound sources contributes to perception, decision making and task performance.  Two studies were conducted to 
investigate the prevalence of accurate sound source localization and the enhancement that spatially separated sound source 
locations can have on speech perception.  The first study was conducted to characterize the ability to detect the location of 
horizontal plane sound sources.  A sample of 117 participants with the hearing capacity within the normal limits participated in 
the study.  The results indicated that sound sources located towards the front of the participant were identified more frequently 
than those sound sources located towards the rear positions.  Based on the results found in the first study, a second study was 
conducted to assess performance within a listening task.  Three different spatial configurations were used to assess if similar 
trends in performance translated to sound sources through headphones.  Fifteen research participants performed a Coordinated 
Response Measure (CRM) task requiring the identification of a speech phrase and its associated information for a diotic confi-
guration and two different spatial sound source configurations.  Performance measured for the diotic configuration was signifi-
cantly (p�0.05) less than for the two spatial configurations.  The current studies indicate distinct advantages of utilizing loca-
lized sound sources to present auditory signal and speech to listeners. 
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1.  Introduction 

Listeners, in military and industrial environments 
are often required to monitor and respond to auditory 
stimuli originating from sound sources in their im-
mediate vicinity.  Accurate sound source localization 
contributes to the development of individual situation 
awareness [1], a primary construct for improved de-
cision making and effective task performance.  The 
inability to accurately differentiate between sound 
sources can lead to increases in cognitive workload 
and decreases in effectiveness of task performance.  
Sound source localization in humans is typically de-
scribed as a coordinate point with characteristic azi-
muth, elevation and distance relative to the listeners 
head position in space [2].  Horizontal plane localiza-
tion refers to the azimuth and distance components of 
the sound source location coordinates when the ele-
vation of the source is equal to the head height.  The 
cues that are typically used to predict the sound 

source distance include the sound intensity, the fre-
quency content and the decay characteristics of the 
sound [1].  Of these cues, sound intensity is the pri-
mary cue for distance estimation [2].  There is strong 
evidence that when a sound source is relatively dis-
tant from the listener, the auditory cues that allow a 
listener to localize the sound are largely independent 
of distance [3, 7].  Beyond a distance of 1 meter the 
interaural level differences at the ears are not contri-
buting to the estimation of distance to the sound 
source [3, 6].  Therefore, if the distance to the sound 
source is not a protocol requirement and the influ-
ences of the distance to the perception of sound are to 
be minimized, the sound source location beyond the 
1 meter limit provides specific experimental benefits.  
Since distance of the sound source beyond 1 meter 
does not contribute to the estimation of sound source 
localization, this leaves azimuth determination as the 
remaining component of horizontal plane localization.  
Interaural time differences and interaural intensity 
differences are the primary cues for azimuth determi-
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nation [2].  An important contributing cue may come 
from the listener’s head movement, since the result-
ing binaural perceptual differences increase the accu-
racy with which the localization of a static sound 
source can be estimated [19].  The objective of the 
first study was therefore to characterize the frequency 
of accurate sound source localization for sound 
source stimuli of long duration from a fixed distance 
beyond 1 meter at any azimuth around the listener.      

 
Within real-world environments, the timing and 

intensity of the sound source reaching the ear enable 
the listener to take advantage of binaural cue differ-
ences that occur when competing sound sources are 
presented from different locations.  Human listeners 
are able to utilize binaural cue differences to separate 
the speech message when competing talkers are spa-
tially separated.  This so-called “cocktail party ef-
fect” allows a listener to perform much better when 
they are listening to multiple sound sources at the 
same time.   

 
Within standard military multi-talker communica-

tion systems the speech signals are generally elec-
tronically mixed into a single signal that is presented 
diotically to listeners over headphones [5, 21]. Re-
search supports the notion that the efficiency of mul-
ti-talker communications can be improved by audio 
displays that spatially separate competing talkers [5, 
12] and therefore mimic the real world “cocktail par-
ty effect”.  

 
Based on the knowledge gained from the first 

study, a second methodology was developed to as-
sess the impact of a two dimensional horizontal plane 
auditory display configuration on a listener’s perfor-
mance.  Various spatial configurations were assessed 
for a communication task to study the impact of spa-
tial configuration on performance.  The study aimed 
to measure performance differences on a coordinated 
response measure (CRM) task between a diotic audio 
configuration and two spatial configurations while 
using headphones. 

2. Methodology 

Ethics approval was obtained to perform the stu-
dies.  All participants were required to volunteer, 
provide informed consent and have normal hearing.  
The participants underwent audiometric screening to 
assess their magnitude of hearing loss.   

 

 
 

Fig. 1: Subject positioning and loudspeaker locations. 
 

Only participants with a hearing capacity within 
the normal limits were accepted as research partici-
pants to perform the sound source localization and 
the CRM tasks.  For the purpose of these studies 
normal hearing was defined as having a pure-tone 
average hearing loss � 25 dB.   

2.1. Sound source localization 

The sound source localization study was con-
ducted in a rectangular 10 meter long x 8 meter wide 
x 6 meter high anechoic chamber.  The participants 
were tested individually while seated in the center of 
a 4 meter radius circle in the anechoic chamber. 

Each participant sat upright at the center of the cir-
cle facing the 360 degree mark with the back aligned 
with the 180 degree mark.  The participant’s ear posi-
tion was aligned with the 270 degree mark to the left 
and 90 degree mark to the right as shown in Figure 1. 

2.1.1. Stimuli and equipment 
 
A broadband white noise generator device was 

custom developed to present the sound to the partici-
pants. The sound source was presented through any 
one of 36 high resolution ultra linear reference studio 
loudspeakers (Behringer B2031P) with a response 
frequency range of 55 Hz to 21 kHz. The loudspeak-
ers were equidistantly positioned on a 4 meter radius 
in a circular pattern around the participant, separated 
center to center by 10 degrees azimuth.  The loca-
tions of loudspeakers were covered with cloth to hide 
their exact positions and to prevent visual detection 
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of the target sound source. The azimuth labeled 
markers were placed at every 5 degree position rela-
tive to the center where the participant was seated. 
The loudspeakers were placed on loudspeaker stands 
which were set at 900 millimeter above the floor. The 
top level of speaker from the floor was 1300 millime-
ter. The participant sat on a 495 millimeter high 
stool. The height of the loudspeakers was not ad-
justed for the individual’s seated ear level. 

2.1.2. Procedure 
 
The presentation of the sound was driven by com-

puter software which randomly presented white noise 
through any one of the loudspeakers at a short burst 
(duration of one second) for fast localization and for 
a period of two seconds for slow localization at a 
fixed intensity sound pressure level of 33 dB(A).  
The sound pressure level was not changed for the test 
conditions throughout the evaluation period.  The 
sequence of sound presentation to each loudspeaker 
was repeated randomly and was different for fast and 
slow localisation.  The participants were allowed to 
move their heads at any time after the stimulus was 
presented.  The participants were allowed free head 
movement and upper body rotation when pointing at 
the perceived location of the sound source and had to 
return to the original position before the next stimu-
lus was transmitted.  The participants responded by 
using a laser pointer to indicate the perceived sound 
source.  An observer recorded the position of the 
indicated sound sources to the closest azimuth label.  

The data per participant were categorized into two 
groups for each of the comparisons; for example,. 
observations to the front of the participant was com-
pared to observations to the rear, left rear observa-
tions to right rear observations and left front observa-
tions to right front observations for both fast and 
slow localizations.  The differences in the mean val-
ues of the percentage of accurate responses for the 
sound source comparisons were evaluated using the 
dependent t-test procedure at a significance level of 
p�0.05. 

2.2. Coordinated Response Measure (CRM) task 

The methodology of the second study was devel-
oped based on the findings of localization studies 
where sound sources are presented at a distance 
greater than one meter from the head.  The findings 
indicated that sound sources located in front of the 
participant (arc of 180 degrees) produced a signifi-

cantly higher accuracy in localization of the sound 
sources than compared to those presented behind the 
participant.  The aim therefore was to assess if simi-
lar trends in performance translated to sound sources 
recorded further than 1 meter from the listener when 
presented through headphones.  Nineteen research 
subjects participated in the study. Four males were 
used as human speakers in the recording of the CRM 
task. Fifteen listeners participated in the performance 
measurement protocol of the pre-recorded CRM task. 
The sample consisted of 11 males and 4 females 
within an age range of 20 years to 26 years.  

2.2.1. Stimuli and equipment 
 
Moore’s [20] CRM task, which was developed to 

provide greater operational validity for military 
communication tasks as compared to standard speech 
intelligibility tests, was used as the performance 
measure. In the CRM task, the listener hears one or 
more simultaneous phrases of the form “Ready, (Call 
Sign), go to (color) (number) now” with one of eight 
call signs (“Baron”, “Ringo”, “Eagle”, “Arrow”, 
“Hopper”, “Tiger”, and “Laker”), one of four colors 
(red, blue, green, and white), and one of eight num-
bers (1 – 8).  The listener’s task was to then listen for 
the target sentence containing the call sign “Baron” 
and respond by identifying the color and number 
combination which follows the target phrase. 

 
For the CRM recordings, microphones were 

mounted inside a dummy head which was fitted with 
KEMAR manikin pinnae and placed in the center of 
an anechoic chamber. 

 
Fig. 2: Control condition. 
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Fig. 3: Four-front condition. 
 

Individually, each human speaker stood on a pre-
defined marker 1.2 meter away from the dummy 
head and read the CRM task for each particular con-
dition.  The diotic condition formed the control con-
dition.  

Each human speaker was positioned in front of 
dummy head at 0 degrees as shown in Figure 2.  In 
the Four-Front condition, the human speakers were 
positioned at equidistant points in front of the dum-
my head as shown in Figure 3, and for the front-back 
condition, the human speakers were positioned at 
equidistant points on the left and right of the dummy 
head as shown in Figure 4.  For the control test con-
dition each participant individually read the CRM list 
while standing at the 0 degrees mark as indicated in 
Figure 2.  The two spatial configuration conditions 
consisted of one condition with four sources equidis-
tantly spaced in front of the dummy head as indicated 
in Figure 3 and one configuration with two sources to 
the front and two to the rear of the dummy head 
(Figure 4).  Individually, each human speaker read a 
CRM list at a predefined marker for each spatial con-
dition.   

2.2.2. Procedure  
 
The test procedure occurred within an audiometric 

booth to minimize extraneous noise factors.  Partici-
pants, fitted with stereo headphones (Sennheiser HD 
558), were given a test trial to familiarize themselves 
with the procedures of listening and then recording 
the response on the data sheet.  The order of condi-

tions was permutated throughout the testing proce-
dure.  

 
 

Fig. 4: Front-back condition. 
 

The participants completed all three conditions one 
after the other with a 30 second break in between 
each condition.   

Again the data for each test condition per partici-
pant were categorized into two groups; this time cor-
rect responses of each of the spatial configurations 
were compared to the diotic condition.  The differ-
ences in the mean values of the percentage of correct 
responses for the CRM task comparisons were eva-
luated using the dependent t-test procedure at a signi-
ficance level of p�0.05. 

3. Results 

3.1. Sound source localization results 

One hundred and seventeen (117) unpaid partici-
pants with normal hearing and of ages between 23 
and 52 years participated in this study.  The sample 
consisted of 36 females, and 81 males.  Data analysis 
on each participant’s responses was performed to 
determine the frequency with which accurate esti-
mates of the azimuth of the sound source location 
could be made.  The results presented in Figure 5 
show the percentage of the frequency of participant 
responses that were within 5 degrees (i.e. range from 
-5 degrees to +5 degrees) from the actual sound 
source location. 

The results indicate that sound sources located to-
wards the front (from 270 degrees to 90 degrees, (see 
Figure 1)) of the participant were identified correctly 
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more frequently than those sound sources presented 
towards the rear of the participants.  There was sig-
nificant statistical differences (p<0.05) between the 
means of the responses for both fast and slow signal 
presentations to the front compared to the rear sound 
source presentations.  The sound sources for an in-
clusive 140 degrees in front of the participants (from 
290 degrees to 70 degree) when compared to an in-
clusive angle of 180 degrees in front of the partici-
pant indicated no significant statistical difference 
(p<0.05).  Similarly, there were no significant statis-
tical differences for the identical inclusive angles to 
the rear of the participants.  The comparison of the 
results of detection of sound sources coming from the 
front left quadrant and front right indicated no signif-
icant statistical difference (p<0.05) for both fast and 
slow localization.  Similarly there was no significant 
statistical difference between the rear right and rear 
left quadrant for both fast and slow localization. 

The deviation in correct responses at 190 degrees 
for fast localization cannot be fully explained.  The 
deviation found in the identification of sounds com-
ing from the rear left quadrant can be partially attri-
buted to the fact that the participants had better hear-
ing capacity in the right ear than the left ear.  Analy-
sis of the participant’s audiometric data indicated 
significant statistical difference (p<0.05) between the 
left ear and right ear.  The mean value for the partici-
pant’s hearing loss of the left ear was higher than the 
loss for the right ear by 4 dB.  

 

  
Fig 5: Accurate responses [% accurate responses]. 

 
Fig. 6: Percentage of correct color and number identifications 

on the CRM task. 
(* denotes a significant difference, p �0.05) 

 
It would therefore be expected that more frequent 

correct responses would be recorded for sound 
sources towards the right rather than the left.   

3.2. CRM task results 

The results for the CRM task are presented in Fig-
ure 6.  The figure indicates the percentage of correct 
identifications of the call sign “Baron” and the color 
and number combination which followed. The cur-
rent study indicated a 37.5% and 28.6% improvement 
being noted for the four-front and front-back speech 
source conditions respectively when compared to the 
control condition. 

4. Discussion 

4.1.  Sound source localization 

A high number of participants correctly identified 
targets of sound sources in the front of the partici-
pants for both fast and slow localization, indicating 
that more participants were able to accurately locate 
the sound source in front of them rather than behind 
them.  This is in line with the published findings of 
other researchers [10, 15, 16].  The frequency of de-
tecting sound sources correctly was reduced for 
sounds presented to the rear of the participants. Less 
correct responses were also prevalent for the rear left 
quadrant.  The accuracy measure used for correct 
response identification was well within the accuracy 
capability reported for humans and contributed, at 
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least in part, to the high frequency of correct res-
ponses. 

Humans can detect sound sources accurately to 
within 4 degrees for broadband sound presented di-
rectly ahead at ear level [9].  In the current study, 
correct responses were noted for indications within a 
5 degree range to each side of the actual sound 
source.  The high percentage of correct responses can 
also be attributed to the long duration of the stimulus.  
Other studies used sound bursts of 100 milliseconds 
to 500 milliseconds [11, 14, 15, 18], while the current 
study used 1 second and 2 second exposures.  This 
allowed the participants to utilize localization cues 
from head movement in addition to the contribution 
of long binaural exposure to broad spectrum sound.  
The total number of participants utilized in the study 
provided confidence in the reported results, but did 
not explain the noticeable deviation found for fast 
localization in the left rear quadrant. 

4.2. CRM task 

The results of the CRM  task indicated significant 
improvement over the diotic presentation of the 
speech input.  Ericson et al. [13] reported similar 
findings in the assessment of headphone-based multi-
talker communication using the CRM speech intelli-
gibility test.  Previous research assessing spatialized 
speech signals in multi-talker headphone communi-
cations reported a 30% to 40% increase in perfor-
mance on the CRM task when spatial auditory tech-
niques were used [17, 21].  Similar enhancements in 
performance were observed for the current study.   

Assessment of spatialized multi-talker communi-
cation systems reported greater improvements on the 
CRM task when the “talkers” were located in frontal 
azimuth between 0 degree and 180 degree [13] as 
indicated within Figure 3.  The configuration pre-
sented in Figure 4 has previously been noted to result 
in ‘Front-Back’ confusion which occurs when the 
sounds are perceived at the reversed position across 
the frontal plane [8].  The consequence of such a 
phenomenon is that the listener will perceive an over-
lap of “talkers” at certain positions and therefore re-
sult in a decrease in the effectiveness of the spatial 
separation.  This phenomenon might potentially ex-
plain the slight difference in percentage of correct 
responses between the two spatially separated audito-
ry configurations. 

The current study on auditory performance en-
hancement using the CRM task showed the advan-
tages of utilizing localized sound sources to present 

auditory signal and speech to listeners.  The findings 
of this study are in agreement with the concurrence 
that substantial performance benefits are achieved by 
using spatial auditory displays [4]. 

Future work is identified to compare the real world 
performance improvement of military communica-
tion equipment using binaural auditory signals with 
sound source location configurations.  The practical 
application of the laboratory results to the user envi-
ronment could prove valuable, not only for the en-
hancement of perceptual cues, but also to the overall 
improvement of communication efficiency.   
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