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Abstract.
BACKGROUND: Aphasia is a communication disorder that affects the ability to process and produce language, which severely
impacting their lives. Computer-aid exercise rehabilitation has shown to be highly effective for these patients.
OBJECTIVE: In our study, we proposed a speech rehabilitation system with mirrored therapy. The study goal is to construct a
effective rehabilitation software for aphasia patients.
METHODS: This system collects patients’ facial photos for mirrored video generation and speech synthesis. The visual
feedback provided by the mirror creates an engaging and motivating experience for patients. And the evaluation platform employs
machine learning technologies for assessing speech similarity.
RESULTS: The sophisticated task-oriented rehabilitation training with mirror therapy is also presented for experiments
performing. The performance of three tasks reaches the average scores of 83.9% for vowel exercises, 74.3% for word exercies
and 77.8% for sentence training in real time.
CONCLUSIONS: The user-friendly application system allows patients to carry out daily training tasks instructed by the
therapists or the prompt information of menu. Our work demonstrated a promising intelligent mirror software system for
reading-based aphasia rehabilitation.
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1. Introduction

Aphasia is a communication disorder that affects the ability to process and produce language [1,2].
It is typically caused by damage to the areas of the brain responsible for language function, such as the
left hemisphere in right-handed individuals [3,4,5]. This condition can occur suddenly, often as a result
of a stroke or head injury, or it may develop gradually due to progressive neurological conditions [6].
Treatment for aphasia often involves speech and language therapy, which aims to improve communication
skills and help individuals find alternative ways to express themselves [7,8].

Aphasia rehabilitation is a specialized form of therapy designed to help individuals with aphasia
regain and improve their language abilities following brain injury or damage that has affected their
language centers [9,10]. The therapeutic approach may include exercises to strengthen language abilities,
techniques to enhance comprehension, and strategies to compensate for specific language deficits.
Speech and language therapists, often with expertise in aphasia management, are crucial in guiding the
rehabilitation process [11,12]. They employ evidence-based techniques, exercises, and technology to
maximize language recovery and communication outcomes.
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Furtherly, several assistive devices are used for the above physical training. Clinically, transcranial
magnetic stimulation (TMS) [13,14,15] or transcranial direct current stimulation (tDCS) [16,17] are used
for activating the language-related cerebral cortex in the brain. Several studies have shown this technology
potentially facilitates the reorganization and plasticity of neural circuits involved in language production
and comprehension [18,19,20]. However, owing to the unclear mechanism of neural plasticity, we can’t
predict the positive effect for all patients. Virtual Reality (VR) technologies are increasingly used in
aphasia rehabilitation to create immersive and interactive environments that stimulate language processing
and communication skills [21]. While there is a potential risk of accidents or injuries if individuals
become disoriented or lose their balance while immersed in a virtual environment. VR technology can be
relatively expensive, making it less accessible to individuals and healthcare facilities with limited financial
resources. Besides, computer-based software programs specifically designed for language therapy can
engage individuals in interactive exercises and games that target different aspects of language recovery,
such as vocabulary building, sentence formation, and comprehension [22].

Nowadays, computer-aided devices have been increasingly used in aphasia rehabilitation. This technol-
ogy provides personalized and interactive rehabilitation exercises for these patients, aiming to improve
language and communication skills in individuals with aphasia. Mahmoud et al. proposed an automatic
speech recognition platform for aphasia recognition [23]. Agarwal developed a novel computer vision
technique for speech therapy [24]. These specialized communication software are designed to assist
individuals with aphasia in expressing themselves and understanding others. These software applications
often include various features, such as picture-based communication boards, text-to-speech functionality,
and word prediction to support speech output and language comprehension.

While these technologies have shown promise in addressing some challenges in aphasia rehabilitation,
it is essential to recognize that it is not a replacement for traditional therapy but rather a complementary
tool [25]. Human interaction, personalized therapy plans, and skilled guidance from speech and language
therapists remain critical components of successful aphasia rehabilitation programs. As the field of VR
technology continues to advance, ongoing research and clinical trials will help determine its long-term
efficacy and potential integration into mainstream aphasia rehabilitation practices.

Mirror therapy is a rehabilitation technique used to alleviate pain and improve movement in individuals
with various neurological conditions, particularly those who have experienced limb injuries or undergone
amputations [26]. The fundamental principle behind mirror therapy is based on the concept of mirror
neurons in the brain. These mirror neurons are brain cells that fire when we perform a particular action
and when we observe someone else performing the same action [27]. By using mirrors to create visual
illusions, the brain is tricked into perceiving the reflection of the unaffected limb as the affected one. This
visual feedback can lead to significant changes in the brain’s perception and motor control. It’s important
to note that aphasia can present in various forms, and the extent of language impairment depends on
the location and extent of brain damage [28,29]. Hence, mirror therapy could be explored for aphasia
treatment. We developed a mirror rehabilitation software system with aritificial intelligence technologies
firstly.

2. Method

2.1. System design

The architecture of our proposed mirror aphasia rehabilitation system is shown in Fig. 1. It includes
image acquisition, speech recording, video generation engine, speech synthesis engine, evaluation
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Fig. 1. The architecture of our proposed mirror aphasia rehabilitaton system.

platform and training task modules. The image acquisition and speech recording collects patients’ facial
photos and speech for video generation and speech synthesis. And these two engines utilized machine
learning technologies for generating patients’ speaking video as training instructions. The evaluation
platform gives the scores assessed by the ARST algorithm, aiding the patients performing the training
tasks.

2.1.1. Speech recording
In the next work, the patient must read several sentences in a sequence for audio recording. At the same

time, the microphone records the speech, which can be stored as digital audio files for later analysis.

2.1.2. Image acquisition
Before the rehabilitation training, the patient’s facial image is captured by the digital camera. The

patient needs to face the camera immovably according to the indicated contour on the screen. Then, the
acquired image was tailored as 224 × 224 resolution by deep learning algorithms and serves as input data
for video generation. The detailed manipulation can be reviewed in. The image would be displayed in the
center of the screen. And the patient easily performed this procedure according to the instruction above
the screen.
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2.1.3. Speech synthesis engine
Speech synthesis, also known as TTS, is converting text into spoken speech. Machine learning tech-

niques, particularly deep learning models, have revolutionized the field of speech synthesis, enabling the
creation of natural-sounding and expressive synthetic voices.

Feature Extraction: After the dataset of paired text and audio samples is collected in the above step,
the text input is transformed into a numerical representation, using word embedding. This numerical
representation is fed into the speech synthesis model.

Model Training: During the training phase, a Speaker Verification (SV) algorithm is used for generating
a fixed-length representation, called a speaker embedding, from audio files. The goal is to minimize
the difference between the predicted speech and the ground truth audio from the dataset. Then, the
TTS component is responsible for converting input text into speech. In an SV2TTS system, the speaker
embedding obtained from the SV component is used as an additional input to the TTS system. Thus, the
system can generate speech that sounds like the target speaker. It refers to for details of the SV2TTS
system.

2.1.4. Video generation engine
Video generation with machine learning involves using deep learning models to create new, coherent

and realistic video sequences. It is an extension of image generation and involves generating a sequence
of video frames that flow seamlessly, capturing spatial and temporal dependencies to resemble real-world
video footage.

Preprocessing: The images data is preprocessed to ensure a consistent format, resolution. The video
frames are resized, normalized, and converted into a suitable format for the deep learning model.

Model Training: The selected deep learning model is trained on the preprocessed image dataset. During
training, the model learns to capture the spatial information within each frame and the temporal depen-
dencies between consecutive frames. The training process involves optimizing the model’s parameters to
minimize the difference between the generated video and the ground truth video from the dataset.

Sampling: After the model is trained, it can generate new videos. The model is given an initial frame
or seed, and it autonomously generates subsequent frames, creating a coherent and continuous video
sequence.

In our system, an integrated technology, called Pose-Controllable Audio-Visual System (PC-AVS), is
used for video generation. The detailed information can be referred to. We have utilized the VoxCeleb2 and
LRW datasets, which contain various facial expressions and head poses for model training. VoxCeleb2,
with its over 1 million utterances, provides a rich source for understanding natural facial expressions
across diverse conditions, including those with relevance to medical symptom expression. The LRW
dataset, being cleaner and mostly containing frontal faces, allows for focused analysis of lip movements,
which could be used for detecting abnormalities in speech patterns that may correlate with medical
conditions.

2.1.5. Evaluation platform
The evaluation platform is also proposed to provide application software, as displayed in Fig. 2. The

evaluation platform employs ARST algorithm for assessing the comparing between the patient’s speech
and the synthesized speech. And then the difference between the translated text and the standard text is
used for scoring the patient’s performance.
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Fig. 2. Evaluation platform for rehabilitative training.

2.1.6. Training task module
Aphasia rehabilitation training involves two tasks and exercises to target specific language and commu-

nication deficits. The tasks used for aphasia rehabilitation training are tailored to each individual’s type
and severity of aphasia:

Word Exercises: Word exercises aim to improve word retrieval and naming abilities. The individual is
presented with pictures of objects and corresponding words, the patient is asked to read them. In the same
time, a face-mirror speaking video is displayed on the screen. Then, the patient needs to repeat this word
following this video.

Stringing words together into sentences: The individual is given several words and asked to reconstruct
them into a sentence. Simultaneously, a face-mirror video is displayed where the patients speak this
sentence after 30 seconds. Then, the patient needs to repeat this sentence following the video. This
exercise helps improve grammatical structure and sentence formation.

2.2. Task-oriented mirror therapy

The task-oriented mirror therapy experiments were performed in our study. Two types of experiments,
naming exercises and sentence completion, were conducted for mirror therapy. 26 subjects (15 male and
11 female), ranged from 46 to 67, participated in our work. All of them gave written consent and were
informed about the procedure in our study.

Figure 3 illustrated the experimental procedures. In the experiment of naming exercises, the patient was
asked to name it according to the displayed picture in 10 seconds. Then, the mirror video was repeated 5
times. The subject needed to speak this vowel or word following this video in 5 seconds. Between these



S548 Y. Cao et al. / A computer-aid speech rehabilitation system with mirrored video generating

Fig. 3. (A) The experitmental procedures for naming exercises. (B) The experitmental procedures forStringing words together
into sentences.

tests, the patient had a rest for 10 seconds. The patient needed to complete the test 20 times. In another
experiment, 5–8 words were displayed out of order on the screen, the patient had to reconstruct them into
a sentence and speak it in 30 seconds. After that, the mirror video was already repeated 5 times. And
the patients needed to complete the repeating task in 10 seconds. In this experiment, the patient had to
perform this task 10 times.

The software system was implemented in Python 3.7.6, running on the PC with 64-b Windows 7,
3.8-GHz Intel i7 processor, and 32 GB of RAM.

2.2.1. Video generating
Before the experiment, the video generation engine would train a deep learning model by the subject’s

image. 2 indicators, structual similarity index (SSIM) and peak signal-to-noise ratio (PSNR), are used
for evaluating the performance of this model. SSIM is a perception-based model that measures the
similarity between two images. It considers the perceived changes in structural information, luminance,
and contrast of the images. SSIM is a widely used method for measuring the similarity between two
images or videos. It was developed to assess the quality of images or videos in a way that aligns more
closely with human perception. Unlike traditional metrics that rely solely on pixel values, SSIM takes into
account the structural information, luminance, and contrast that are important to human visual perception.
The average SSIM score across all frames provides an overall measure of the similarity between the
two videos. Higher SSIM scores indicate better similarity and quality. On the other hand, PSNR was a
straightforward and objective method that quantifies the difference between the original and reconstructed
frames in terms of pixel values and noise. The formula for PSNR is,

PSNR = 10 · log10
MAX
MSE

(1)

where MAX is the maximum possible pixel value of the image. MSE (Mean Squared Error) is the average
squared difference between the original and compressed images. A higher PSNR value indicates lower
pixel-wise differences between the original and generated frames, implying higher image quality.



Y. Cao et al. / A computer-aid speech rehabilitation system with mirrored video generating S549

Table 1
The Chinese vowels for naming exercies

Chinese vowel a o e i u v ai ei ui ao

Fig. 4. (A) The comparison between generated video and recording video for PNSR. (B) The comparison between generatied
video and original video for SSIM.

We recorded the training videos for comparison with the generated video. Figure 4 showed these 2
indicators for all subjects. The performance of video generation engine was satisfied for generating real
patients’ face images. It was implied that the mirrored training was feasible for cognitive rehabilitation.

2.2.2. Chinese words and sentences
In the experiment, 33 words and 10 sentences were used for speech training. Tables 1–3 listed these

Chinese vowels, words and sentences. Every sentence was splitted by several words and they would be
displayed out os order in the second task.
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Table 2
The Chinese words for naming exercies

Chinese word 图书馆 书桌 空调 黄色 床
Translation Library Desk Air Conditioner Yellow Bed
Chinese word 窗户 绿色 冰箱 大学 游泳
Translation Window Green Fridge University Swin

Table 3
The Chinese sentences for stringing words experiments

Chinese sentences Translation
张三是一位大学老师 San Zhang is an university teacher.
我在图书馆学习 I am studying in the library.
这是我的眼睛 This is my eyes.
我想吃东西 I want to eat some food.
我需要一些帮助 I need help.
我需要休息 I need a rest.
我喜欢看电影 I like watching movies.
我要去医院 I have to go to the hospital.
我今天感觉很好 I feel good.
你喜欢什么颜色 What color do you like?

Fig. 5. The evaluation scores of vowel training by ARST algorithm.

3. Experimental results

3.1. Experiments for naming exercises

In the begining, the generated video was played as the instruction for the patient. Then, the subject had
to imitate the former mirror expression for repeating the vowel or word. At last, the evaluating platform
assessed the similarity between subjects’ voices and critical voices generated by the speech synthesis
engine.

Figures 5 and 6 presented the performance of similarity evaluation for all subjects. The results implied
our system was helpful for patients to improve their pronunciations by these training.

3.2. Experiments for stringing words together into sentences

Firstly, the patient needed to realign these words into a complete sentence. Then the mirrored video was
displayed for reading through. Then, the evaluating platform performed the score assessment as above.
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Fig. 6. The evaluation scores of word training by ARST algorithm.

Fig. 7. The evaluation scores of sentence training by ARST algorithm.

Figure 7 reported the performance of sentence training for all subject. And the performance was implied
that the mean correctness of sentence reading was lower than that of word reading. The results were in
line with expectations.

The experimental section provides a clear demonstration of the implementation process and evaluation
outcomes of the task-oriented mirror therapy. However, it is advisable for the authors to conduct a more
comprehensive analysis of the experimental results. In further work, we would perform a prolonged
experiment to adequately verify training effects over time.

Furthermore, in interpreting the experimental findings, it is recommended that the authors address po-
tential limitations. These may include aspects such as sample size and participant-specific characteristics.
Such insights would enhance the understanding of the results and provide valuable context for future
research endeavors.

4. Conclusion

In this study, we proposed a mirror aphasia rehabilitation software system with artificial intelligence
technologies. The system could generate real expressions and voices for rehabilitation training. Thus,
the patients could imitate themself in the mirrored video. The user-friendly application system allows
patients to carry out daily training tasks instructed by the therapists or the menu information. Our work
demonstrated a promising intelligent mirror software system for reading-based aphasia rehabilitation.
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