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Abstract.

BACKGROUND: Early diagnosis of knee osteoarthritis is an important area of research in the field of clinical medicine. Due to
the complexity in the MRI imaging sequences and the diverse structure of cartilage, there are many challenges in the segmentation
of knee bone and cartilage. Relevant studies have conducted semantic fusion processing through splicing or summing forms,
which results in reduced resolution and the accumulation of redundant information.

OBJECTIVE: This study was envisaged to construct an MRI image segmentation model to improve the diagnostic efficiency
and accuracy of different grade knee osteoarthritis by adopting the Dual Attention and Multi-scale Feature Fusion Segmentation
network (DA-MFFSnet).

METHODS: The feature information of different scales was fused through the Multi-scale Attention Downsample module to
extract more accurate feature information, and the Global Attention Upsample module weighted lower-level feature information
to reduce the loss of key information.

RESULTS: The collected MRI knee images were screened and labeled, and the study results showed that the segmentation
effect of DA-MFFSNet model was closer to that of the manually labeled images. The mean intersection over union, the dice
similarity coefficient and the volumetric overlap error was 92.74%, 91.08% and 7.44%, respectively, and the accuracy of the
differential diagnosis of knee osteoarthritis was 84.42%.

CONCLUSIONS: The model exhibited better stability and classification effect. Our results indicated that the Dual Attention
and Multi-scale Feature Fusion Segmentation model can improve the segmentation effect of MRI knee images in mild and
medium knee osteoarthritis, thereby offering an important clinical value and improving the accuracy of the clinical diagnosis.
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1. Background

Knee osteoarthritis (KOA) is a chronic joint disease characterized by articular cartilage degeneration
and secondary bone hyperplasia. The thinning or local coloboma of the articular cartilage causes pain and
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abnormal joint function, and in severe cases, it may lead to impairment of the mobility [1]. In terms of
early diagnosis, evaluating the degree of knee cartilage coloboma, including the area, volume and shape
can provide an important basis for intervention treatment and health management. The classification
of cartilage injury can be divided into 4 grades: I, II, III and I'V. Patients with cartilage injury can take
corresponding treatment measures under the guidance of doctors depending on the underlying medical
conditions. At the same time, locating an accurate and effective site and shape presentation of the
coloboma is an important premise for ensuring the scientific surgical treatment [2].

At present, MRI is one of the main examination methods employed in the clinical diagnosis of knee
osteoarthritis. Compared with the conventional X-ray and CT, MRI has the advantages of absence of
radiation damage, high specificity and multi-parameter imaging, and has superior performance in the early
detection of lesions in cartilage, bone marrow, meniscus, synovium and ligaments. MRI is affected by
sequence parameters, wherein tissue contrast presents certain differences, tissue boundaries are blurred,
cartilage may be small or long, and background tissue interferences are relatively large. This makes it
difficult to identify the anatomy and segment the structure of MRI knee images [3]. Clinical doctors
conduct data analysis on the MRI images one by one, and mostly use manual tracing methods to identify
the shape, calculate the area and analyze the relevant parameter values of the cartilage defect area.
However, this not only consumes basic hospital resources, but also limits the diagnostic accuracy due to
the influence of personnel factors. Therefore, it is of great clinical value to segment the MRI knee images
by using an intelligent model.

The traditional segmentation algorithm is mainly based on the gray level distribution for selecting,
clustering and calculating, which may be affected by the type of tissue and structure or shape of the knee
joint. As a result, the segmentation quality is more sensitive to noise, contrast and sharpness. On this
basis, most machine learning algorithms use the model training methods to extract information about key
anatomical structures or pathological regions by presetting interesting features of images, but this method
has high requirements like uniformity and contrast of feature information. The deep learning algorithm
of convolutional neural network has high capabilities of feature extraction and information expression,
and has become a hot research content in the field of medical image segmentation in recent years [4,
5]. Tanzila Saba et al. described the related image enhancement and segmentation techniques for the
detection of knee diseases and analyzed several approaches for the features extraction and segmentation
in knee bone cancer [6]. Han Lihong et al. compared the application value of different algorithms of
convolutional neural network in MRI image analysis of patients with severe stroke, and summarized the
advantages of U-Net deep learning in MRI image segmentation [7]. Jianshe Shi et al. proposed that the
automatic segmentation of cardiac MRI based on multi-input fusion network could improve the training
speed, thereby improving the efficiency of diagnosis [8]. Huang Tongyuan et al. conducted a study on
brain tumor segmentation by magnetic resonance imaging based on DO-UNet model. They achieved
automatic segmentation by using attention mechanism and multi-scale fusion algorithm, which further
improved the segmentation [9].

Deep learning algorithm has shown increasingly powerful advantages in feature recognition and target
segmentation of MRI images. However, in the process of feature fusion, interactions between the high-
level features and low-level features are often ignored by means of splicing or summing alone, resulting in
reduced information resolution and accumulation of useless information, thus decreasing the segmentation
effect of small and narrow knee joint cartilage. Aiming at the existing problems in knee joint segmentation
models [10], this study adopted the Dual attention and multi-scale feature fusion segmentation network
(DA-MFFSnet) by referring to the relevant research of MRI image deep learning model. The U-shaped
architecture of Multi-scale Attention Downsample and Global Attention Upsample was conducted to
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Fig. 1. Schematic representation of the MRI knee segmentation model.

extract highly accurate feature information in the coding process and to reduce the redundant information
in the decoding process. The high-quality MRI knee images segmentation can provide more accurate
artificial intelligence services for clinical diagnosis and treatment.

2. Methods

Feature information enhancement and clustering of the knee MRI images is the key to segmentation and
recognition of bone and cartilage. In this study, an intelligent model of auxiliary diagnosis was constructed
using following three stages: the enhancement pre-processing (advance enhancement processing), the
network segmentation and the enhancement post-processing. The specific processing flow is shown
in Fig. 1. Initially, the original knee MRI images were screened and pre-enhanced. Subsequently, the
image sets were manually annotated, and the model was trained based on dual attention mechanism
and multi-scale feature fusion algorithm. Finally, the test samples were intelligently segmented and
post-enhanced to evaluate the reliability of the model from the auxiliary diagnosis level.

2.1. Advance enhancement processing of images

Image gray value distribution is an important factor affecting the contrast parameters. Histogram
equalization is the most common preprocessing method to enhance image contrast. The main principle
is to change the image histogram distribution into an approximate uniform distribution, and adaptive
histogram equalization can be used when local features of the image are considered. In order to avoid
discontinuity and excessive enhancement caused by the Adaptive Histogram Equalization, this study
adopted the Contrast-Limited Adaptive Histogram Equalization (CLAHE) algorithm to achieve contrast
enhancement and noise suppression [11]. The basic principle was to set a threshold value, and when a
grayscale histogram of an MRI image exceeded the threshold, it was clipped, and the part exceeding the
threshold was evenly distributed to each grayscale level, as shown in Fig. 2.
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Fig. 2. Processing of restricted histogram distribution in the CLAHE algorithm.
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Fig. 3. Network architecture of the DA-MFFSnet model.
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2.2. Network of image segmentation

The network architecture of the DA-MFFSnet model (shown in Fig. 3) used skip connections to carry
out information transfer between the coding layer and the decoding layer. The encoder in the U-shaped
architecture was used for multi-level feature extraction, the decoder was used for feature upsample and
image recovery, and the intermediate convolutional cascade layer was used to improve the sensitivity
field of the image.

2.2.1. Multi-scale attention subsampling

In convolutional neural networks, high-level features are concerned with the location information of the
organs of interest, while low-level features are more concerned with the edge information of the space.
The subsampling module uses channel attention and spatial attention to extract multi-scale fusion features,
which makes the network segmentation more accurate. In this study, X (i) was set as the feature of the i
stage of the encoder, and DA represented the dual attention mechanism of the feature of the ¢ stage and the
feature of the 7 4 1 stage. The convolution operation of phase feature images was realized through spatial
attention, the convolution kernel was 1 x 1, and the activation function was ReLLU. Channel attention
used the global average pooling to perform the Squeeze operation (dimension compression) and assigning
weights to the output features, while Sigmoid activation function was used for normalization [12].

2.2.2. Convolutional concatenated intermediate layer

Because pooling operation reduces the resolution of feature maps, this study connected the multi-scale
feature information by convolutional concatenated method, thus enlarging the sensitivity field and making
it encode higher-level feature information. The specific process consisted of 2 steps: First, the feature
pyramid was constructed through four convolution layers with expansion rates of 3, 6, 12 and 18, with a
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convolution kernel of 3 x 3 and channels of 64. Subsequently, a 3 x 3 depth separable convolution was
carried out to achieve information integration.

2.2.3. Global attention upsampling

Global attention upsampling was performed on the dual attention downsampled feature information
and convolutional concatenated intermediate layer output information. First, global average pooling was
performed on high-level features, and the convolution kernel was 1 x 1. The normalization and ReLLU
nonlinear activation function were performed to reduce the channel number and processing pressure.
Then, output features were multiplied by pixel units with low-level features. The feature presentation of
the region of interest was focused, the accumulation of redundant information was weakened, and the
high-level features and the low-level features before output were concatenated [13].

2.3. The loss function

Focal loss function was added in different semantic layers for a better focus of the model training on
features of interest in sample images. The calculation method was shown in Eq. (1):

FL(pt) = —au(1 — pi)” log(pe) (1)

where, p; is the probability that the model is predicted as background with value range of [0, 1], o is the
modulation parameter for the imbalance of positive and negative sample numbers, +y is the modulation
parameter for the imbalance of distinguishable and indistinguishable sample numbers with a value range of
[0, 5]. (1 — p;)7 is the modulation factor, when p; tends to 1, it indicates that the sample is distinguishable.
When (1 — p;)” tends to 0, a small contribution is made to the loss, thereby reducing the loss proportion
of distinguishable samples. When p; tends to 0, it indicates that the sample is indistinguishable. When
(1 — p¢)7 tends to 1, a larger contribution is made to the loss, thereby increasing the loss proportion of
indistinguishable samples.

2.4. Image post-enhancement processing

The process of MRI image segmentation of the knee is generally affected by the irregularity of the
anatomical structure and the randomness of image speckle noise. In this study, algorithms of the erosion
of the image and dilation of morphological opening operation were used to smooth the contour of the
segmentation unit, break the narrow neck and eliminate small protrusions within the effective range. The
image opening operation called morphologyEx (cv2.MORPH_OPEN) function from the OpenCV-Python
and the convolution kernel = np.ones ((3, 3), np.uint8) were employed. The image gradient operation was
used to subtract the image after dilation from the image after erosion to enhance the image contour. The
morphologyEx (cv2.MORPH_GRADIENT) function from OpenCV-Python and the convolution kernel
= np.ones ((5, 5), np.uint8) were employed in this study.

2.5. Auxiliary diagnostic evaluation

The physical characteristics, geometric features and morphological signs of the anatomical structure in
MRI images of the knee joint are the key factors in the evaluation of articular cartilage degeneration [14]
and secondary bone hyperplasia [15]. The gray mean and standard deviation of the segmentation area
are selected as physical indexes. The arithmetic mean deviation, maximum height and average width
of the contour are geometric features, and the existence of sag and bulge are morphological features.
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Among them, the physical characteristics reflect the distribution characteristics of gray values in the
segmentation area, the geometric characteristics reflect the smoothness of the segmentation boundary,
and the morphological signs analyze the pathological morphology of the anatomical structure from the
perspective of imaging diagnosis of cartilage defect or bone hyperplasia. In this study, the weight of
indicators was assigned by the set valued statistics, and the condition of knee osteoarthritis was divided
into four levels of normal, mild, moderate and severe according to the diagnostic criteria recommended
by the American Association of Rheumatology. An auxiliary diagnostic evaluation model for knee
osteoarthritis was constructed [16].

3. Data collection
3.1. General information

From January 2020 and December 2021, 100 patients were randomly selected with suspected knee
osteoarthritis admitted to the radiology department of the hospital. After arthroscopy, surgical treatment,
and other clinical diagnosis, 59 patients were identified with knee osteoarthritis and 41 cases were normal.
There were 53 males and 47 females, aged 42 to 65 years, with a mean age of (51.28 + 4.69) years, and a
mean course of disease of (3.01 £ 1.29) years from 1 to 6 years. Inclusion criteria: Patients underwent
magnetic resonance knee imaging, exhibited clinical symptoms of knee pain, swelling and limited activity,
and they and their families were aware of the study content and agreed to participate. Exclusion criteria:
Patients with a history of severe knee trauma or surgery, MRI images with significant technical defects,
and patients with knee disease more than 6 years or severe deformity.

3.2. Examination methods

The knee joint MRI was performed with GE Discovery 750W 3.0T magnetic resonance equipment
with AW4.7 image processing workstation. The examined knee joint was placed in the coil with a center
alignment to the lower margin of the patellar. The scanning sequence was FSE-T1WI and FSE-PDWI
in sagittal position, FSE-PDWTI in coronal position and FSE-PDWI in transverse position, and the ZTE
sequence was added. Among these, ZTE sequence can achieve the purpose of displaying short T2
components, articular cartilage, and the hierarchical structure of cartilage that cannot be displayed by
conventional sequences. This can assist to observe the early damage and provide more enhanced image
comparison. Compared with conventional sequences, ZTE imaging has its unique features. Since TE
is zero, the articular cartilage can be clearly displayed and interference from adjacent articular fluid is
removed.

3.3. Evaluation index

In this study, 2,100 knee MRI images of 100 patients and corresponding label data were used for
grouping and training according to different sequences. The ratio of training, verification and test samples
was 80:12:8, and the entire label data were labeled by experts with more than 10 years of clinical work
experience. Based on manual labeling, the Mean Intersection over Union (MIoU), Volume Overlap Error
(VOE), Dice similarity coefficient (DSC), and Mean Pixel Accuracy (MPA) were used to verify the
performance of the index algorithm. The equations used for the calculation are shown in Eqs (2)—(5):

1 TP TN
MIoU = — + (2)
2\TP+FP+FN TN+ FN +FP
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Fig. 4. Segmentation effect of different algorithms for knee joint.
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where, TP (true positive) represents those actual labels that were also classified as labels at the time of
prediction, FP (false positive) represents the parts that were actually the backgrounds, but were predicted
as labels, FN (false negative) represents the actual labels that were classified as backgrounds during
the prediction, and TN (true negative) represents the actual backgrounds of those predicted to be the
backgrounds.

4. Results and discussion
4.1. Results of knee joint segmentation

The experimental data of U-Net, U-Net++-, attention U-Net and DA-MFFSNet algorithms were
compared based on the manually labeled images, as shown in Fig. 4, where (1) is the original image, (2) is
the label image, (3) is the U-NET segmentation image, (4) is the U-net++ segmentation image, (5) is the
attention U-Net segmentation image, (6) is the DA-MFFSNet segmentation image, and the corresponding
value is the average pixel accuracy (MPA). The segmentation results show that the DA-MFFSNet
algorithm was more beneficial in the segmentation of the edge structure and provided better details of the
knee bone and cartilage. Compared with other supervised learning algorithms, DA-MFFSNET algorithm
improved the segmentation effect of MRI knee images, and the effect was closer to manual labeled
images.

4.2. Performance of attention module

In this study, the dual attention mechanism was used to segment the knee joint features. In order to
evaluate the performance of the attention module, Concat was used to replace the attention module while
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Table 1
Influence of attention module on the image segmentation performance
Algorithm DA GAusM MioU (%) DSC (%) VOE (%)
Concat (—) - - 81.53 79.84 14.26
DA-MFFSNet (—+) - Vv 83.29 82.55 13.78
DA-MFFSNet (+—) +/ - 86.01 85.43 11.95
DA-MFFSNet (++)  +/ v 92.74 91.48 7.44
maintaining other network parameters. The results are shown in Table 1, “~” indicates that the module was

not used, and “y/” indicates that the module was used. The average crossover ratio and the dice similarity
coefficient of the DA-MFFSNet model was 92.74% and 91.08%, respectively, which was 11.21% and
11.64% higher than that of the Concat model. The volume overlap error of the DA-MFFSNet model
was 7.44%, which was 6.82% lower than the Concat model, indicating that the dual attention module
improved the accuracy of feature segmentation of knee joint.

4.3. Auxiliary diagnostic level

In this study, the physical characteristics, geometric features and morphological signs of the MRI
segmentation images of knee joint was selected as the auxiliary diagnostic data. The C4.5 decision tree
algorithm was used to train the diagnostic model, and the optimal evaluation model was obtained through
parameter adjustment. Taking 168 images of the test sample set as an example, the ROC curve analysis
was performed according to clinical diagnostic criteria. The accuracy of differentiation of normal, mild,
moderate and severe knee osteoarthritis was 92.15%, 79.55%, 81.23% and 84.76%, respectively, and the
AUC of normal and severe knee osteoarthritis was 0.8904 and 0.8517, respectively. The results indicate a
better diagnostic stability and classification effect.

5. Conclusions

With the continuous innovation and wide application in clinical practice, MRI can be used in the
diagnosis of knee joint trauma and surrounding tissue diseases, such as cartilage diseases, meniscus
abnormalities, ligament injuries, joint effusion and bone damage, etc. Manual tracing or semi-automatic
segmentation methods are often used for the objective and quantitative evaluation of the cartilage defects.
However, considering the anatomical structure, the slender and narrow cartilage and defect areas are
very difficult to distinguish, thereby increasing the difficulty in diagnosing the disease. Traditional image
segmentation algorithms provide a difficulty in identifying cartilage defect lesions from backgrounds with
low contrast. Furthermore, the method of image-by-image tracing is not only a waste of labor cost [17],
but also susceptible to the influence of the years and professional experience of clinicians. As a result,
the construction of feature segmentation models for different clinical diagnostic purposes has become a
research hotspot in MRI knee image analysis.

In order to solve the above problems, this study constructed a multi-scale feature fusion segmentation
model using dual attention mechanism to improve the segmentation accuracy of the bone and cartilage
tissue of the knee joint. Compared with U-Net, U-NET++ and other segmentation algorithms, theO
employed DA-MFFSNet module included Multi-scale Attention Downsample module and the Global
Attention Upsample module, and was integrated in U-type coding-decoding network to realize effective
extraction of spatial information and detailed features. The results showed that the segmentation perfor-
mance of the module was better than other algorithms. It was effective and robust for the segmentation of
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cartilage with low tissue contrast and small target. At the same time, considering the complexity of MRI
sequences, image features with the same organizational structure are quite different, which limits the
accuracy of segmentation results. In future studies, the training sample size will be increased according
to different anatomical structure types and imaging sequences, convolution kernel size will be adjusted,
algorithm parameters will be optimized, and auxiliary diagnostic evaluation indicators will be added to
improve the quality of MRI knee image segmentation. For different sequences of MRI, the algorithm will
be optimized from the sequence dimension to avoid the influence of sequence factors on the accuracy of
the algorithms.
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