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Abstract.
BACKGROUND: Physiological signals, such as skin conductance, heart rate, and temperature, provide valuable insight into the
physiological responses of students to stress during examination sessions.
OBJECTIVE: The primary objective of this research is to explore the effectiveness of physiological signals in predicting grades
and to assess the impact of different models and feature selection techniques on predictive performance.
METHODS: We extracted a comprehensive feature vector comprising 301 distinct features from seven signals and implemented
a uniform preprocessing technique for all signals. In addition, we analyzed different algorithmic selection features to design
relevant features for robust and accurate predictions.
RESULTS: The study reveals promising results, with the highest scores achieved using 100 and 150 features. The corresponding
values for accuracy, AUROC, and F1-Score are 0.9, 0.89, and 0.87, respectively, indicating the potential of physiological signals
for accurate grade prediction.
CONCLUSION: The findings of this study suggest practical applications in the field of education, where the use of physiological
signals can help students cope with exam stress and improve their academic performance. The importance of feature selection
and the use of appropriate models highlight the importance of engineering relevant features for precise and reliable predictions.

Keywords: Grades prediction, physiological signals, feature selection, exam stress

1. Introduction

Exams often have a significant impact on determining a student’s academic performance, and this can
create pressure and anxiety. Factors such as the importance of the examination, time constraints, fear of
failure, and the competitive environment can contribute to the stress associated with the examination [1,2].

The student may have experienced high stress during the examination, which may have had a negative
impact on his performance. Stress can affect concentration, memory recall, and decision making, making
it difficult for students to demonstrate their knowledge effectively [3]. Although they had prepared well,
the overwhelming stress could have hindered their performance in the exam [4].
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Stress during examination can manifest itself in various ways, including increased heart rate, difficulties
in concentration, nervousness, anxiety, irritability, and even physical symptoms such as headaches or
stomachaches [5]. Each student may have different responses to exam stress depending on his own
experience and coping mechanisms [6].

It is important that students are aware and manage their exam stress effectively. Strategies such as
proper time management, maintaining a balanced lifestyle, developing effective study techniques, ensuring
adequate sleep, and seeking support from friends, family or academic resources can help reduce the
stress of exams [7]. Additionally, practicing relaxation techniques such as deep breathing exercises or
meditation can also be useful [8].

Physiological signals, such as skin conductance, heart rate, and temperature, provide valuable insight
into the physiological responses of students stress during examination sessions. Stress measurements can
be performed using physiological signals such as electrocardiograms (ECG) [9–11], photoplethysmogra-
phy (PPG) [12,13] or electroencephalograms [14,15], while some studies describe the combined use of
several physiological signals [16,17].

Extracting meaningful features of biomedical signals is difficult because of noise, the random nature of
signals, and the large variability within and between individuals. Feature extraction involves extracting
crucial characteristics from raw signals that can be used to detect desired patterns [18]. There are
several categories of features to be extracted from raw signals. The most fundamental attributes that
could be derived from the signal are its statistical properties, which are continuously used in various
intelligent signal processing applications [19]. Such features usually involve standard deviation, minimum,
maximum, crossing the zero axis, statistical moments such as mean, variance, kurtosis, and skewness
among other information-based metrics [20]. Additionally, correlation and power spectrum is one of
the fundamental tools for digital signal processing applications in the biomedical area [21]. Various
methods, such as the Bartlett method and the Welch method [22], have been developed to use the variation
periodogram method to estimate the parameters of the spectral density of a signal in the frequency domain.
Such methods offer robustness to noise, but they are inadequate to estimate the density of immediate
frequency components [23].

Machine learning technologies, including classification methods and critical feature selection algo-
rithms, play an essential role in the identification of relevant physiological characteristics and the creation
of robust predictive models [24,25]. By training these models in stress data, they can accurately predict
potential low academic performance based on physiological signals [26]. Additionally, careful implemen-
tation of function selection ensures that the most important physiological indicators are used, improving
the precision and effectiveness of the models in stress detection and prediction [27]. Furthermore, unified
preprocessing techniques applied to multiple signals further strengthen the overall performance and
reliability of prediction models [28].

The primary objective of this research is to study the application of a multi-sensor approach with
wearable devices to predict student grades based on exam stress data. The aim of the study is to investigate
the effectiveness of different classifiers and to compare feature selection techniques in this context, with
an emphasis on achieving accurate student score predictions.

The following chapters describe the methodology, experimental setup, and results obtained, compare the
performance of the various classifiers and demonstrate the impact of the selection of features, discuss the
most effective exam stress prediction applications and potential future research directions, and conclusions
of the findings.
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2. Methodology

In the methodology chapter, the description of the dataset, the preprocessing steps, the feature extraction,
the feature classification, and the classifiers used in this study are described.

2.1. Dataset

For the experiment, a data set provided by PhysioNet was used [29]. The data set was collected from
10 undergraduate students who participated in the circuit analysis course at Houston University. Ethical
approval was obtained and participants gave their informed consent. Physiological data was collected
during three examinations using Empatica E4 devices, which were placed on the nondominant hand of
each participant. The authors obtained maximum classification accuracy in the range 70–80%.

2.2. Signal preprocessing

Since much of the biological analysis depends on the quality of the data, it is essential to ensure a
minimum of data gaps and to use appropriate filtering techniques. Our aim was to adopt a simple, yet
effective, data preprocessing technique that could be uniformly applied across different types of signal,
while preserving the intrinsic qualities inherent in each signal.

Seven different signals collected from four different sensors were used for analysis. Sensor data
included three channels of accelerometer readings, electrodermal activity measurements (EDA), skin
temperature readings, PPG, and heart rate (derived from PPG by the dataset authors) signals.

Before further analysis and modeling of the signals was performed, a preprocessing pipeline was
implemented to ensure data quality and consistency. First, the signals were truncated to cover only the
duration of the exam, ensuring that the analysis focused solely on the relevant data captured during the
examination period. Second, linear interpolation has been selected as a method of filling missing data
points to maintain the time continuity of the signals and ensure a smooth representation of the data for
subsequent analysis. Furthermore, Z-score normalization was used to place the data around the mean and
scale based on its standard deviation for the signal, allowing for a consistent comparison and analysis
of different signals with different scales and ranges. Lastly, Gaussian smoothing with a three-minute
window was specifically selected because it allowed effective removal of high-frequency noise, such as
minor fluctuations and artifacts, while preserving important signal features and trends at a meaningful
time resolution, ensuring a more accurate representation of the underlying physiological responses for
in-depth analysis. The comparison of raw and preprocessed heart rate, EDA and temperature signals in a
40 minute time window is shown in Fig. 1.

2.3. Feature extraction

Using Matlab 2022a, a feature vector comprising 43 different features was extracted from seven signals
for the analysis. In total a vector of 301 feature was established:

– Twelve statistical signal features: clearance factor, crest factor, impulse factor, kurtosis, peak value,
Signal-to-Noise and Distortion Ratio (SINAD), Signal-to-Noise Ratio (SNR), shape factor, skewness,
total harmonic distortion (THD), negative count, positive count;

– Four features obtained from unprocessed signals: mean, root mean square (RMS), standard deviation
(Std), median;

– Seven time series features: minimum, median, maximum, first quartile (Q1), third quartile (Q3),



2502 V. Abromavičius et al. / Prediction of exam scores using a multi-sensor approach for wearable exam stress dataset

Fig. 1. Comparison of preprocessed (blue) and raw (red) signals: temperature, heart rate and electrodermal activity during
examination. Each subplot shows a 40-minute window for different examinations, showing the results of preprocessing.

autocorrelation function with 1 sample lag (ACF1), partial autocorrelation function with 1 sample
lag (PACF1). Note that the median was investigated as a feature of raw and preprocessed signals;

– Twenty spectral features: obtained using the Welch power spectral density estimation method.
Features were captured as the amplitude of PSD without its specific frequency.

The set of features comprises fundamental metrics such as mean, median, and standard deviation.
Furthermore, the feature collection encompasses characteristics such as the shape factor, the advanced
statistics of higher order kurtosis and skewness, along with impulsive metrics related to the peaks of
signals, such as clearance factor, crest factor, impulse factor and peak value. The following are the insights
into certain features.

1) Clearance factor: an estimate that measures anomalies, or deviations from baseline with a degree of
confidence and reliability. It is calculated as the peak value divided by the squared mean value of
the square roots of the absolute amplitudes.

2) Crest factor: a parameter used to quantify the ratio of the peak amplitude of a signal to its RMS
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amplitude. It helps to detect sudden changes or irregularities in physiological signals. A higher crest
factor could indicate unexpected events or conditions that require more attention. In contrast, a
lower crest factor could represent more stable or consistent physiological patterns. Calculated as a
peak value divided by the RMS.

3) Impulse factor: provides information about the intensity or size of a short-term sudden event within
a signal. A higher impulse factor often indicates the presence of sudden events within the signal.
The mathematical impulse factor is calculated as the ratio of the peak amplitude of the impulse to
the average level of the signal.

4) Kurtosis and skewness: high-level statistics provide insight into the system’s behavior by the fourth
moment (kurtosis) and the third moment (skewness) of signals. A higher number of outliers in the
signal increases the value of the kurtosis metric. Kurtosis has a value of 3 for a normal distribution.
Skewness shows asymmetry of the data around the sample mean. The skewness of the normal
distribution is zero.

5) Shape factor: quantifies the balance between the positive and negative portions of a signal waveform,
providing insights into the overall morphology and balance of the signal. The shape factor relies on
the signal’s form, while remaining unrelated to the signal’s dimensions. Calculated by the RMS
divided by the mean of the absolute value.

6) Total harmonic distortion: is a parameter used to quantify the level of harmonic components present
in a signal relative to their fundamental frequency component. It is used to assess signal quality. A
higher THD value could indicate the presence of undesirable harmonics or artifacts that could affect
the accuracy and reliability of physiological measurements. THD is calculated as the square root of
the sum of the squares of all harmonics divided by the amplitude of the fundamental frequency.

7) Negative and positive counts: shows a number of signal samples below zero or above zero. Es-
sentially, it measures the polarity of a signal. Depending on the type of signal, it can indicate a
specific physiological condition (physiological arousal in EDA signals; fever, physical activity, or
an increase in metabolic rate in the temperature signal). Mathematically calculated as the number of
samples below (or above) zero per second in a signal.

2.4. Feature ranking

In this study, the selection of features played an essential role in the transformation of the original set
of features, which consisted of 301 candidate features. To investigate the impact of feature selection on
the performance and interpretation of the model, feature ranking was used. It allows us to carefully assess
the relevance and importance of each feature and to identify those that contributed the most significantly
to the predictive power of the model.

Of the 301 features extracted in this study, 299 were found to be consistent with a standard normal
distribution. This confirmation was obtained by the use of a Kolmogorov-Smirnov test of one sample,
which effectively assessed the compatibility between the distribution of each feature and the normal
standard distribution. The high agreement of 299 of the 301 features with the standard normal distribution
provides a strong basis for the application of statistical techniques that assume normality and allows for
reliable inference and analysis in subsequent modeling and data exploration.

In this research, four feature ranking algorithms were investigated to determine their effectiveness in
selecting information features from the dataset. These algorithms include:

– Chi-squared is a statistical method used to select characteristics in categorical data, measuring the
dependence between each characteristic and the target variable. It is especially suitable for handling
nominal or ordinary variables.
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– ReliefF is a popular example-based feature selection algorithm that evaluates the importance of
features based on the difference between the features values of a sample and its nearest neighbors. It
is commonly used for both regression and classification tasks.

– Variance analysis (ANOVA). Variance analysis is a widely used statistical method to compare
the means between several groups of continuous data. Evaluate the importance of each feature in
describing the variance in the target variable.

– Kruskal-Wallis is a nonparametric alternative to ANOVA, suitable for continuous data with multiple
groups when the normal hypothesis is violated. It ranks features based on differences in their medians
in different groups.

The research of these various feature classification algorithms was aimed at identifying the most
appropriate techniques to effectively reduce the dimensions and select the most relevant features for
subsequent analysis and modeling tasks.

2.5. Models for classification

In this research, MATLAB R2022a has been used as a primary tool for studying various models
and implementations of popular machine learning algorithms, namely k-Nearest Neighbors (kNN),
Random Forests (RF), Multi-Layer Perceptron (MLP), Support Vector Machines (SVM), and Naive
Bayes, Discriminant Classifier (DC).

For kNN, parameters such as number of neighbors (k), distance metrics (e.g. Euclidean, Manhattan)
and weight functions were varied. In Random Forests, the number of trees in the group, the maximum
depth of trees, and the minimum sample per leaf have been changed. In a MLP, the number of hidden
layers, the number of neurons in each layer, and the activation functions have been adjusted. In SVM, the
kernel functions (e.g. Cubic, Coarse Gaussian), the regularization parameter, and the kernel coefficient
were adjusted. In Naive Bayes, assumptions regarding the independence of features and distribution types
were tested. For DC, parameters such as regularization strength, kernel, and type of covariation were
modified. This extensive parameter adjustment allowed for a thorough study of the sensitivity of each
model to different configurations and led to the selection of the most optimal settings for each algorithm
in order to achieve higher classification performance.

3. Experiments and results

This chapter presents the experimental results of our research, including experimental setup, classifica-
tion metrics, and a discussion of the results.

3.1. Experiment setup

The model was trained using a 10-fold cross-validation, given the limited size of the data set, which
included a total of 30 samples. This approach allows for a stronger assessment of the model performance
by iteratively dividing the data into ten subgroups, using nine of them for training and one for validation
in each row, thereby mitigating potential overfitting problems and providing a more reliable estimate of
its generalization performance.

The marks of the students were transformed into binary values, where a threshold of 80 was applied,
with scores above 80 converted to one, representing success, while scores equal to and below 80 were
converted to zero, indicating failure.
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Table 1
Results of Chi2 feature selection algorithm

Model Accuracy AUC F1-score Features
Quadratic SVM 0.83 0.87 0.76 50
2-layer MLP 0.9 0.89 0.87 100
Linear discriminant 0.9 0.89 0.87 150
Linear SVM 0.83 0.86 0.76 200
Linear SVM 0.83 0.86 0.76 250

The scores of all three tests were combined and collectively analyzed, revealing that a total of 12
students achieved points above the 80-point threshold. Among them, three students crossed the threshold
for the first half of the semester, four students for the second half of the semester, and five students for the
final exam.

3.2. Classification metrics

In this investigation, three metrics were used to evaluate the performance of the proposed models in a
comprehensive manner: accuracy, area under the Receiver Operating Characteristic Curve (AUROC) and
F1-Score. AUROC measured the model’s ability to distinguish between classes with different probability
thresholds. The accuracy provided a global perspective on the correctness of the model:

Accuracy =
Tp + Tn

Tp + Fp + Tn + Fn
, (1)

where Tp represents a total count of correct prediction for the high score of the student, Tn represents a
total count of correct prediction for the low score, Fp – incorrect predictions for the high score and Fn –
incorrect predictions for the low score.

Precision is defined as the ratio of Tp predictions to the total predicted positive instances:

Precision =
Tp

Tp + Fp
. (2)

Recall or sensitivity is defined as the ratio of Tp predictions to the total actual positive instances:

Recall =
Tp

Tp + Fn
. (3)

At the same time, the F1-Score considered the harmonic mean of the precision and recall values,
allowing for a balanced assessment of model performance, since the number of classes was slightly
unbalanced:

F1 =
2× Precision × Recall

Precision + Recall
. (4)

3.3. Results

First, we investigate the feature set without the feature selection algorithm, using the 301 feature.
Accuracy score of 0.83, AUROC score of 0.84, and F1-score of 0.78 were achieved (see Fig. 2). This
score was obtained using an MLP model with 1 fully connected layer of 25 neurons, ReLU activation
function configuration.

The highest results of all feature selection algorithms investigated were achieved using the Chi2 feature
selection algorithm (Table 1). The table shows the performance of the feature selection algorithm with
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Fig. 2. Comparison of feature selection algorithms when selecting a number of features to keep. The x-axis displays the
corresponding scores achieved by each algorithm, while the y-axis represents the number of features.

different numbers of features. In particular, the highest scores were achieved using 100 and 150 features
with the corresponding values of accuracy 0.9, AUROC – 0.89 and F1-Score – 0.87. The classification
model to achieve the highest score with 100 selected features was a two-layered MLP with two layers
with 10 and 50 neurons in the first and second layers, respectively, the ReLU activation function and the
standardized data input configuration. Regarding the 150 selected features, the DC classifier achieved the
identical score.
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Table 2
Results of ReliefF feature selection algorithm

Model Accuracy AUC F1-score Features
Medium gaussian SVM 0.83 0.83 0.78 50
Medium gaussian SVM 0.87 0.83 0.82 100
1-layer MLP (10 neurons) 0.83 0.86 0.76 150
Quadratic SVM 0.8 0.82 0.7 200
1-layer MLP (100 neurons) 0.83 0.79 0.76 250

Table 3
Results of ANOVA feature selection algorithm

Model Accuracy AUC F1-score Features
MLP and SVM 0.87 0.83 0.82 50
Linear SVM 0.83 0.83 0.79 100
1-layer MLP (50 neurons) 0.87 0.87 0.82 150
2-layer MLP 0.87 0.89 0.82 200
1-layer MLP (100 neurons) 0.87 0.81 0.82 250

Table 4
Results of Kruskal-Willis feature selection algorithm

Model Accuracy AUC F1-score Features
Subspace discriminant 0.87 0.88 0.8 50
Subspace discriminant 0.83 0.87 0.74 100
Linear SVM 0.8 0.83 0.7 150
Linear discriminant 0.83 0.81 0.76 200
Linear discriminant and MLP 0.83 0.84 0.78 250

Regarding the results of the ReliefF feature selection algorithm (Table 2), the highest score was achieved
with 100 selected features with the SVM classifier using a medium Gaussian kernel. The results of the
ANOVA feature selection algorithm are presented in Table 3. The highest score was achieved using 200
features. The classification model used in this study was a two-layered MLP with 10 neurons in both
layers, the ReLU activation function, and the standardized data input configuration. The results of the
Kruskal-Willis feature selection algorithm are presented in Table 4. The highest score was achieved using
50 features. The classification model used in this study was a discriminant model with subspace feature
transformation.

In Fig. 3, we present a feature recurrence plot displaying the selection frequency of 100 ranked features
from a pool of 43 features obtained from seven investigated signals. The diagram reflects the general
pattern of feature selection across all signals, taking into account the four feature selection algorithms
used in the analysis. By visualizing the repetition of these features, the figure shows that shape factor,
clearance factor, Std, impulse factor, crest factor, kurtosis, maximum, 4-th spectrum component are
prevalent features over all feature selection algorithms. Their recurrence varies from 14 to 17. However,
most of the remaining spectrum components (especially above 10), SNR and SINAD are among the most
rarely ranked by the feature selection algorithms, with the recurrence between 2 and 5.

The signal recurrence diagram that represents the signal recurrence as a source of features for the feature
selection algorithm is shown in Fig. 4. It can be seen that the accelerometer signals and the temperature
signal are most recurrent in contributing features. The heart rate and the PPG signal contribute the lowest
number of features, which are ranked high by the feature ranking algorithms.
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Fig. 3. Feature recurrence with investigated feature selection algorithms. The figure presents the recurrence of 43 features, when
four different feature selection algorithms were ranked with 100 features. Feature recurrence counted over 7 signals.

3.4. Discussion and limitations

In this paper, we present our findings on the prediction of grades using physiological signals by
investigating various models and feature selection techniques. There are few limitations in the study,
namely the relatively small number of subjects. The limited size of the sample may affect the generality
of the results, but we believe that the findings of this study offer a guide for future research, especially
regarding the types of signals to collect or features to extract. Furthermore, another limitation is the
uniform test duration used throughout the study, which cannot fully capture potential performance changes
during different exam periods. Future research could examine the impact of different examination phases
and perform separate analyzes that include different phases of the exam to further validate and compare
the results obtained.

In this study, the performance of various classification algorithms was tested. However, the random
tree classifiers did not achieve good results in any of the tests. The data set contained a high number of
input features and a small number of output labels. Random tree classifiers tend to overfit in such a data
configuration. Despite the mentioned downsides, researchers should not disregard random tree classifiers,
especially when working with a larger dataset. With a large amount of data, the risk of overfitting would
be mitigated.

Regarding the results in Fig. 3, most of the recurrent features share several common traits. First, they
are sensitive to data variation and capable of capturing subtle differences or anomalies in signals. Second,
features such as the crest factor or impulse factor may extract meaningful trends, which may correlate
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Fig. 4. Signal recurrence as feature source with investigated feature selection algorithms. The figure presents the recurrence of
source of signal, when four different feature selection algorithms were ranked with 100 features. Signal recurrence counted from
7 signals and 43 features each.

with the student score. Finally, recurrent features offer descriptive information on the distribution of
the data and may offer some patterns or outliers to explain student scores or exam stress. Alternatively,
spectrum components, SNR and SINAD may not inherit most critical features for the prediction of student
scores. The features of the spectrum components are more difficult to interpret in the context of student
stress or score prediction. SNR and SINAR are used to assess the quality of the signal and do not provide
predictive power.

The best results of all the feature selection algorithms examined were obtained using the Chi2 feature
selection algorithm. However, in the case of continuous numerical data, feature ranking algorithms such
as ANOVA and Kruskal-Wallis are more suitable options compared to Chi-squared (Chi2) and ReliefF,
which are usually used for categorical or discrete data. This can be evident when the number of features
is reduced to 50. Then ANOVA and Kruskal-Wallis achieved the highest scores between 4 feature ranking
algorithms.

The authors of the data set achieved maximum classification accuracy in the range of 0.7 to 0.8 to
distinguish between high and low grade predictions using k-Nearest Neighbors classifier [29]. A similar
signal classification has been done on this publicly available database in a recent study [30]. The authors
focused on skin temperature, heart rate, and EDA signals. The authors investigated various machine
learning algorithms; the k-nearest neighbor algorithm showed the highest results of 0.81 AUROC. In a
similar investigation, to detect acute mental stress through a 5 min and shorter analysis using 26 features
and an empirical mode decomposition classifier. The authors achieved 86.5% (5 min duration) and 90.5%
(under 5 min) [26].
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The results obtained may have practical applications in education, helping individual students cope
with exam stress and improve their academic performance. Future research may focus on personalized
stress prediction models and personalized interventions. For educational institutions, the implementation
of stress-aware support programs can promote a positive learning environment. However, ethical con-
siderations must be given priority to ensure the privacy of students and their consent to use predictive
models. Finding this balance can lead to better student outcomes and enriched educational experiences.

4. Conclusions

A feature vector consisting of 301 distinct features was extracted from seven signals for our inves-
tigation. This comprehensive set of features provided valuable information and allowed us to explore
the relationships and patterns between signals and student stress during the exam. Investigating the
recurrence of features on several sensors and signals further highlights the importance of certain features.
Furthermore, the uniform preprocessing technique based on time duration proved effective for all signals,
obviating the need for manual filter adjustment.

In addition, this study highlights the effectiveness of various classifiers and feature selection techniques
in predicting student exam scores. In particular, DC with linear or subspace feature transformation and
MLP emerged as the most promising models, achieving the highest scores on the data set. However, the
study also highlights the limitations of certain classifications, such as Random Trees, when dealing with
data sets with a large number of input features and a small number of output labels. Furthermore, the
analysis of different algorithmic selection features reveals the importance of engineering relevant features
for a robust and accurate prediction.
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