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Abstract.
BACKGROUND: HER2 gene expression is one of the main reference indicators for breast cancer detection and treatment, and
it is also an important target for tumor targeted therapy drug selection. Therefore, the correct detection and evaluation of HER2
gene expression has important value for clinical treatment of breast cancer.
OBJECTIVE: The study goal is to better classify HER2 images.
METHODS: For general convolution neural network, with the increase of network layers, over fitting phenomenon is often
very serious, which requires setting the value of random descent ratio, and parameter adjustment is often time-consuming and
laborious, so this paper uses residual network, with the increase of network layer, the accuracy will not be reduced.
RESULTS: In this paper, a HER2 image classification algorithm based on improved residual network is proposed. Experimental
results show that the proposed HER2 network has high accuracy in breast cancer assessment.
Conclusion: Taking HER2 images in Stanford University database as experimental data, the accuracy of HER2 image automatic
classification is improved through experiments. This method will help to reduce the detection intensity and improve the accuracy
of HER2 image classification.
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1. Introduction

Breast cancer is the most common cancer in women, known as the female killer [1]. The pathological
morphology of breast cancer is complex, such as, there are more than two types in the same cancer tissue,
even in the same section. For each type, the corresponding treatment and prognosis are different. Thus,
the clinical treatment plan should be made according to the pathological type and histological grade. With
development of high resolution digital scanners, the whole-slide image (WSI) that can convert entire
glass slides at high magnifications are widely used. The WSIS allows extensive analysis of complex cell
and protein characteristics through computer software.

The human epidermal growth factor receptor-2 (HER2) gene amplification or protein over expression
exists in a considerable number of breast cancer patients, which is called HER2 positive breast cancer [2].
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As an independent prognostic indicator, it plays a guiding role in the choice of treatment. In general
cancer treatment, the existence of cancer cells depends on the mature pathological diagnostic criteria.
Hematoxylin eosin (HE) staining is very mature for microscopic observation. The expression level of
HER2 was generally determined by immunohisto-chemistry (IHC) or fluorescence in situ hybridization
(FISH) [3]. Generally, samples are assigned different HER2 grades according to the degree and proportion
of invasive cancer cell membrane staining. Based on the immunohistochemistry (IHC) examination theory
for breast cancer evaluation [4], the HER2 scoring calculation are present as follows:

3+ (> 10% of invasive cancer cells showed strong, complete and uniform cell membrane staining);
2+ (Weak to moderate complete membrane staining was observed in more than 10% of tumor cells);
1+ (Incomplete membrane staining was weak almost undetectable in more than 10% of tumor cells);
0 (No staining or less than 10% of invasive cancer cells showed incomplete and weak cell membrane
staining).

At present, the evaluation of HER2 grading still depends on manual calibration. However, the manual
calibration depends on the medical experience of doctors, and it inevitably results to high work intensity.
Nowadays, a few software methods have been proposed to assess HER2-stained images. Especially,
classification algorithms for assessments of Her2 have gained researchers’ attention.

In the past years, by using machine learning method and computer to automatically diagnose various
components in biomedical images, good results have been achieved. Some authors present a method
of assessing IHC in breast cancer images [5]. There are four steps in this method, including region of
interest (ROI) extraction, feature extraction, feature selection, and a SVM classifier. The classification
accuracy of this experiment is 90.60%. Several classical and manual methods for automatic evaluation
of HER2 pathological sections have been proposed [6,8]. Most of these methods are threshold based
methods, such as Choudhury uses the best threshold to evaluate the percentage and percentage of dyeing
area [9]. An algorithm based on membrane connectivity is introduced, which can automatically specify
HER2 state in tissue preselected slices [10]. The brown pixels were segmented, and each slide was scored
with a skeletonized connecting membrane.

Recently, researchers have been very interested in the advanced method of deep learning. At present,
there are many researches on HER2 classification, among which the deep learning technology does not
need to set up the feature extractor manually, and through the construction of the deep neural network
with multi-layer nonlinear transformation, the internal structure feature representation of the data is
automatically learned from the input data. After years of development, deep learning technology has
made great achievements in many fields, and for specific problems, there are more and more algorithms.
So far, deep neural network has formed different models. Arevalo proposed a full connectivity layer
structure using maxout activation function, and added it to the CNN model for automatic classification of
breast imaging lesions [11]. The AUC of the model was improved from 0.787 to 0.822.

A deep learning algorithm HER2 classification using convolutional neural networks has been pro-
posed [12]. A patch screening method based on clustering algorithm and CNN was proposed to select
more discriminative patches [13]. The accuracy of the initial test set is 95%, the accuracy of the overall
test set is 88.89%. A HER2 deep neural network based on deep learning was proposed to classify stained
breast cancer images [14]. This network is classified by full connection layer and softmax layer. Convolu-
tion layer, maximum convergence layer, spatial pyramid convergence layer, deconvolution layer, upper
sampling layer and trapezoidal long-term memory constitute the convolution and deconvolution parts of
the framework. The experimental results show that the proposed HER2 network has high accuracy and
wide applicability in breast cancer evaluation.
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Fig. 1. Network structure.

For general convolutional neural networks, the deeper the network structure, the better the effect of
the network. But in the process of back-propagation, the gradient should be continuously propagated.
With the deepening of network layers, the gradient will gradually disappear in the process of propagation,
resulting in the failure to adjust the weight of the previous network layer effectively. We use residual
networks to solve this problem. For the training data, we built a data generator to generate data in real
time to solve the problem of large amount of data and insufficient memory. Each batch of content is fixed
from the total data, forming the automatic classification model of this paper.

To sum up, in this paper we present a method that provides classification of HER2 using a deep neural
network, called HER2-ResNet. To the best of our knowledge, this is the first study to perform HER2
classification using an architecture that inspired by convolution network and residual network. Due to the
usage of residual block, a network with 38 layers is applied to assess HER2, and higher classification
accuracy is obtained. This paper consists of the following parts. The next section describes the network
architecture used in our experiments. In the third section, we compare HER2-ResNet with other methods.
The fourth section summarizes the methods proposed in this paper.

2. Proposed method

2.1. Network architecture

In this section, we designed HER2-ResNet to carry out the HER2 classification. The network contains
38 layers and six different blocks, as shown in Fig. 1. The details of these blocks are described as follows.

2.1.1. Convolution + batch normalization + activation + pooling
In the applied network shown in Fig. 1 “Convolution + Batch normalization + Activation + Pooling”
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Fig. 2. Two residual units.

is used in the fist and forth blocks. In these blocks, traditional convolution layers are introduced to extract
features from the input. In the second block, 8 convolution filters with size 11 × 11 are used, and 32
convolution filters with size 3 × 3 are used in the fifth block. In HER2-ResNet, the ReLu function is used
as the activation function, the formula is as follows,

f(x) = max(0, x) (1)

When x < 0, the output is 0, and when x > 0, the output is x. The activation function makes the
network converge more quickly. Moreover, Batch normalization (BN) is used between the convolution
layer and activation layer. By using BN, the normal distribution of data can be normalized in each forward
propagation process. At the end, average-pooling is used to reduce the data dimension.

2.1.2. Residual unit + pooling
To avoid the gradient disappearing, we use “Residual unit + pooling” in the second and third blocks.

The details of such a block are presented in Fig. 2.
Figure 2 shows two different residual units: residual unit (Fig. 2a) with identity mapping and residual

unit with convolution mapping (Fig. 2b). When the size of input and output is different, use Fig. 2a; when
the input and output are the same size, use Fig. 2b. In the third block, 8 convolution filters with size 7 × 7
are used. In the fourth block, 16 convolution filters with size 5 × 5 are used.

2.1.3. Fully connected layer
The fully connected layer is used to transform multidimensional input data into one-dimensional output,

which is often used to transition from the convolutional layer to the fully connected layer.

2.1.4. Dropout layer
This layer randomly disconnects the input neurons every time the parameters are updated during

training, and delete some layers with a certain probability. Its role is to prevent overfitting.

2.1.5. Dense layer
It is to extract the association between the features after nonlinear changes, and finally map them to the

output space. Finally, 512 inputs are transformed into four types of outputs.
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Fig. 3. Training data.

2.2. Training

In HER2-ResNet, the following cross-entropy loss function is used to train the whole network,

L =
1

N

∑
i

Li =
1

N

∑
i

−
M∑
c=1

yic log(pic) (2)

where, M is the number of categories; yic means index variable 0 or indicator variable 1, when the
category is the same as that of sample i, it is 1, and if it is different, it is 0; pic represents the predicted
probability that the observed sample i belongs to the category.

In this learning model, the optimizer chooses the Adam optimizer [15,16]. The training batch size was
set to 30. The learning rate is set to 0.001 and the number of iterations is 1000.

3. Experiments

3.1. Database

The training and validation data used in this section is downloaded from Stanford tissue microarray
database (TMAD). There are a large amount of original data, normalized data and corresponding image
files in the database. As of July 2007, TMAD has included 205161 images, 349 different probes on 1488
tissue microarray slides have been archived in the database, and 31306 images of 68 probes on 125 slides
have also been disclosed. In our study, we used 334 WSIs to divide the dataset into subsections, training
(300 WSIs) and testing (34 WSIs). The training set is used for autonomous learning of the model, while
the test set is used to test the quality of the model after the model training is completed. About 3000
images were cropped (using MATLAB imcrop function) from the 334 WSIs, 400 of which were used as
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Fig. 4. Testing data.

testing sets and the rest as training sets. Four kinds of pictures of training data some pictures of testing
data are shown in Figs 3 and 4, respectively.

After cropping, the dataset needs to be preprocessed. Due to the large size of the image itself, it will
have a bad impact on the recognition process of the computer. Therefore, we need to use the PIL library
to adjust the size of the target image and make it more suitable for the network proposed in this paper.
The methods are as follows:

1. Firstly, we introduce PIL database and confirm the storage path of HER2 data set after adjustment.
2. The image is scaled to 64 × 64 size by resize method. Generally, the image will be blurred and

distorted after being scaled. Therefore, the sampling filter of PIL library is needed to map multiple
input pixels into one output pixel to improve the image clarity. I choose the ANTIALIAS here,
because converting a large image to a small image is subsampling. ANTIALIAS can affect all input.
The input pixel of the output pixel performs a high-quality resampling filter to calculate the output
pixel value. The second key point to get high-quality pictures is to set quality when saving the
adjusted breast cancer HER2 data set. The value I set here is 90. The higher the quality value, the
larger the saved file.

3. The following figure clearly shows the difference before and after the adjustment. The picture before
adjustment is shown in Fig. 5a. View the adjusted dataset on the jupyter notebook, as shown in
Fig. 5b.

3.2. Building a data generator

In this subsection, we described how to read data. We set up a data generator to generate data in real
time, solve the problem of large amount of data and insufficient memory, and then train the model better.

First, we get the score label value, and deal it with the following steps: (1) convert it into a column,
(2) convert the above column of data into an array form through array, (3) convert the array to a binary
(only 0 and 1) matrix. The original class vector is transformed into the form of single hot coding. Because
classifiers are not good at processing attribute data, One-hot coding is used to solve this problem, it also
plays a role in extending features to a certain extent. Its values are only 0 and 1, and different types are
stored in the vertical space.

To avoid running out of memory, a data generator is introduced to generate data in real time for training
the model.
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Fig. 5. Original-picture and adjustment-picture.

1. For establishing the generator, we first initialize the class, (1) set up a list that stores the file names
of all training sets; (2) mark the data type of the classification information of the recorded pictures;
(3) record the size of the training samples generated in each batch; (4) use shuffle to randomly sort
all elements in the sequence. If the parameter is true, the training data will be randomly shuffled,
which is generally true by default.

2. Use the Rounding function to return the smallest integer greater than or equal to a given number.
Divide the length of the list of all training data by the size of each batch of training data to get the
total number of batches of data generated, which is the length of the data generator.

3. Use the getitem function (keras library in Python) to return the value associated with the specified
index. Generally, if you need to use the index to access elements, you can define this method in
the class. First generate batch size indexes, then get the data in the data collection according to the
index, and finally return the processed data every time we need.

4. In the training process, use the callback function to be automatically executed at the end of each
epoch. The meaning of this function is to randomly shuffle the index order to facilitate the next batch
of training data. Shuffle determines whether to scramble the data during data generation. Returns an
array of the specified shape, where the array elements are randomly generated data. Finally, a file
name is given, data is generated, and the picture is normalized.

3.3. Experimental results

In this subsection, in order to verify the effectiveness of the proposed HER2-ResNet method, we
compare it with the SVM, VGG and AlexNet methods. The experimental results show that the proposed
method inspired by convolution network and residual network is better.

As an important hyper-parameter in the network training, when and whether the loss function converges
to the local minimum is determined by the learning rate. A proper learning rate can make the loss function
converge to the local minimum in a proper time. During the training, at the end of each iteration, if the
loss value is reduced compared with the previous iteration, the learning rate can be slightly increased. If
the loss value is increased compared with the previous iteration, the optimal value may be missed. Thus,
the learning rate should be reset with a smaller value. In Fig. 6, we show the loss value and accuracy rate
under three different cases. If LR (Learning Rate) is set to 0.01, after 1000 iterations, the loss value of
loss is 12.1054, and the accuracy rate is 0.1927. When LR = 0.001, the loss value of the first iteration is
5.7421, and the accuracy rate is 0.6438. The loss value of the last iteration is 5.9100, and the accuracy
rate is 0.6333. When the LR = 0.0001, after 1000 iterations, the loss value decreased to 0.3883, and the
accuracy rate increased to 0.9656, changes in accuracy and loss are shown in Fig. 6. The output images of



S222 X. Wang et al. / HER2-ResNet: A HER2 classification method based on deep residual network

Fig. 6. Changes in accuracy and loss.

Fig. 7. The output of the network. The first column shows the category of the corresponding HER2 image presented in the second
column (a), the output of the first block is shown in the third column (b), the output of the fourth block is shown in the forth
column (c).

various HER2 images after passing through the first residual block and passing through our proposed
HER2-ResNet are shown in Fig. 7.

We compare the proposed HER2-ResNet method with traditional machine learning and other deep
learning methods, such as SVM (traditional machine learning method), VGG16 and AlexNet. The
classification results corresponding to different methods are presented in Table 1. Table 1 gives the
accuracy comparison of the HER2-ResNet, SVM, VGG16 and AlexNet methods. It can be seen from the
Table 1 that the accuracy of 0 and 3+ classification is higher. However, the accuracy is lower for HER2
with score 1+ and 2+. In order to better evaluate the model, we also refer to recall, F-score and precision
and other indicators, as shown in Fig. 8. Our proposed HER2-ResNet achieved 93% accuracy, 92% recall,
91% F-score and 91% precision. The higher accuracy and F-score suggest that the proposed Her2-ResNet
performs better compared with other methods. And the results suggest that the HER2-ResNet is reliable
for the assessment of HER2.
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Table 1
Accuracy comparison

Approach HER2 grading Accuracy Comprehensive accuracy
HER2-ResNet 0 0.94 0.93

1+ 0.93
2+ 0.90
3+ 0.95

SVM 0 0.91 0.90
1+ 0.88
2+ 0.89
3+ 0.93

AlexNet 0 0.89 0.89
1+ 0.92
2+ 0.82
3+ 0.93

VGG16 0 0.82 0.75
1+ 0.73
2+ 0.69
3+ 0.76

Fig. 8. Comparison with different evaluation indicators.

4. Conclusion

In order to effectively complete HER2 classification, we use deep learning technology to achieve.
This article optimizes and improves the classic convolutional neural network model in deep learning
technology. In depth learning, the deeper the network structure, the better the effect of the network. In
the process of back propagation, the neural network needs to continuously propagate the gradient. With
the deepening of network layers, the gradient will gradually disappear in the process of propagation,
resulting in the failure to effectively adjust the weight of the previous network layer. Based on the above
analysis, we proposed a network inspired by convolutional neural network and residual network, called
HER2-ResNet. And the final classification effect is also very good. Compared with the previous network,
the accuracy is slightly improved.
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