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Abstract. There is a growing demand for statistics to better understand the globalisation that is accelerating due to the removal of
barriers in international trade and to technological progress. Key players in globalisation are the multinational enterprise (MNE)
groups that have increased in number and complexity and need to be properly represented by macroeconomic and business
statistics. To deal with this need, the European Union Member States, the European Free Trade Association (EFTA) countries and
Eurostat have collaborated to create the EuroGroups Register (EGR). This paper explores the use of web intelligence to improve
the accuracy and completeness of the EGR, which makes use of tools for extracting and exploring information from the World
Wide Web. Additionally, it presents a methodology to assess the quality of the information retrieved from the web, based on an
ex-post comparison with the official information contained in the EGR. The results provide indications about the possibility of
using web intelligence tools to support MNE group monitoring and to complete the EGR data in cases where this information is
missing. Finally, it dives deeply into the approach to harness Wikipedia as a data source and into the techniques and methodology
used to extract data from this source.
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1. Introduction

Economic globalisation is a process that refers to
the increasing interconnection of national economies
around the world. It has grown significantly in impor-
tance during the last decades because of political deci-
sions, innovation, and technological evolutions. Multi-
national enterprise (MNE) groups play a significant role
in this context and as a result have gained enormous
importance in world trade and production. The propor-
tion of MNE groups in business statistics represents
a high percentage of the value added of the business
economy in most countries [1,2,3,4]. Therefore, busi-
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ness statistics without sufficient information on MNE
groups are weak, with a significant risk to the qual-
ity of information produced. Appropriate information
on MNE groups requires official business statistics to
record information about them beyond their national
borders.

The production of high-quality business statistics de-
pends largely on the quality of information available in
the statistical business registers (SBR) that represent the
backbone of statistical production for business statistics
for all National Statistical Institutes (NSIs). Dealing
with worldwide MNE groups is a challenge for all NSIs
since they must capture as much information as possible
from their non-domestic part. The national statistical
business registers enable NSIs to deal with informa-
tion extended to cross-border transactions, but not the
complete group structure beyond national boundaries.
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To overcome the national limits, several initiatives
have started over the last two decades worldwide. The
EU Member States, the European Free Trade Asso-
ciation (EFTA) countries and Eurostat have collabo-
rated to create the EuroGroups Register (EGR) [5]. The
EGR is the statistical business register of MNE groups
operating in the EU and EFTA countries.

The EGR is a structural component of European
business statistics and the information it contains can
be used for statistical purposes. Its users are the EU
and EFTA National Statistical Institutes, their Central
Banks, and the European Central Bank. The data are
collected annually from national SBRs, and they are
combined in the EGR using the cross-border relations
between enterprises and each group’s structure at na-
tional level. The EGR extends its information on MNE
groups outside the EU with data from commercial data
providers. Different statistical sets are being generated
at 11, 13 and finally 15 months after the initial data col-
lection when the final statistical set is produced. Each
set is made available to EGR users, and the related
statistics are disseminated after the final set is made
available.

In the EGR, about 10% of MNE groups account
for 90% of employment. This clearly indicates a high
polarisation of the MNE groups recorded in EGR, with
just a few very large ones dominating.

Due to the importance of the largest MNE groups,
which have a significant impact on economic and busi-
ness statistics, they need to be monitored regularly and
to be updated frequently to provide users with highly
accurate and up-to-date statistical information. Sev-
eral NSIs have created specific functions or organisa-
tional structures to monitor the information received
from large MNE groups and they use a profiling process
to keep the information of the most significant MNE
groups up to date. The aim of profiling is to understand
the enterprise’s business model and to translate this into
a useful structure for statistical data collection. At the
European Commission level, this activity is organised
in line with the European business profiling recommen-
dations manual [6].

As part of the EGR innovation process, various ac-
tivities are scheduled for improving the accuracy and
completeness of the data of MNE groups in the EGR.
To this end, new public sources can provide support for
monitoring any changes or modifications that may oc-
cur in these MNE groups, coupled with web intelligence
methods.

Web intelligence is a relatively new area that makes
use of tools for extracting and exploring information
from the World Wide Web [7].

The key hypothesis that this paper examines is
whether there is added value from public data sources
and the use of web intelligence methods to complement
missing values of key variables in the EGR. The pa-
per describes a method to assess and rank public data
sources with a view to selecting the most appropriate
source per variable to complete any missing values in
the EGR and to demonstrate how such sources can be
used in official statistics. The core process is to define a
quality ranking for each variable from the usable public
sources. The ranking is based on an ex-post compari-
son between the public information and the information
contained in the EGR. This ranking and the analysis
of the various public information collected is key; the
top-ranked variables could then be used both as an input
source for the EGR, in the case of missing information,
and as support information for EGR producers and pro-
filers. The article finally sheds light on the approach to
harness Wikipedia as a source of public data for Official
Statistics.

This data framework can support EGR producers and
profilers by feeding the data received into an informa-
tion system module, where the information from vari-
ous sources could be visualised and compared with the
EGR data. Wherever they complete or improve the data
quality, they can then be used to update the EGR.

The use of publicly available data could be partic-
ularly useful to produce open registers with unit-level
data accessible to the public based on web intelligence.

2. Web intelligence approach

The ability to retrieve, store and release big data from
and on the web allows both private companies and in-
stitutional bodies to explore this information. Public
information, reorganised and focusing on specific busi-
ness domains, is considered as smart data, and seen as
a significant support for producing official statistics [8].
For this reason, smart data has been gaining increasing
attention from researchers and statisticians over the last
years. A series of papers and methodological analy-
ses have been published, with relevant applications on
economic and social aspects. In general, these appli-
cations use: financial markets high-frequency data [9],
electronic payments data [10], mobile phone data [11],
satellite image data [12], scanner price data [13], online
price data [14], and online job advertisements [15].

In the European Statistical System (ESS), the chal-
lenges related to web intelligence is studied under the
Trusted Smart Statistics [8] framework based on the
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Web Intelligence Hub (WIH), which was recently es-
tablished by Eurostat and the National Statistical Insti-
tutes (NSIs). The WIH offers a foundational framework
for collecting content from the web and extracting data
with the purpose to generate statistics. The WIH already
collects and produces data on online job advertisements
(OJA), its most advanced use case, co-developed with
Cedefop [16]. In the case of MNE groups, an initial
feasibility study ‘Smart Data for MNEs’ was published
in 2021 [17]. This study highlighted possible sources
of information from the web and the possibility of web
scraping these sources for a selected number of MNE
groups, mainly operating in EU and EFTA countries.

We initially focused on a restricted number of 200
MNE groups operating in the EU and EFTA countries,
and included some whose headquarters were based out-
side the EU. The web intelligence process was carried
out in two phases: in the first ‘discovery’ phase, pub-
lic and open sources for MNE groups were investi-
gated; in the second ‘implementation’ phase, an infor-
mation database was built integrating all available data
that were retrieved through one of the two main ways
of web content acquisition when collecting web data:
an application programming interface (API) service,
if available, or with web scraping if the former was
not available. APIs are contracts of services between
two applications, which define how two applications
can communicate with each other. Compared with web
scraping, APIs are generally considered faster and more
reliable for querying data from an application (or data
source, in this case). Web scraping on the other hand
retrieves a complete web page and extracts content from
specific web features.

3. Discovery phase

The discovery phase identified the public sources to
be used, looking at the availability of information on the
control structure of the groups, their global group heads,
the country of the global decision centre,1 the main
activity codes, the consolidated persons employed, and
turnover and assets.

The discovery phase was carried out earlier by a fea-
sibility study [17]. In this study, a pool of web sources
was assessed (we name this process landscaping) in
terms of the relevance of the available information, and
as regards any technical limitations imposed by the

1Unit where the strategic decisions referring to an enterprise group
are taken.

source on retrieval of the content of interest. Seven web
sources were finally selected:

– Wikipedia (https://www.wikipedia.org)
– Wikidata (https://www.wikidata.org)
– DBpedia (https://www.dbpedia.org)
– GLEIF (https://www.gleif.org)
– Open Corporates (https://opencorporates.com)
– PermID (https://permid.org)
– EDGAR (https://www.sec.gov/edgar.shtml)

The study assessed many sources according to their
pros and cons. For the identification process, GLEIF
(Global Legal Entity Identifier Foundation), Wikipedia,
Wikidata and DBpedia were the most relevant ones.
GLEIF was selected for the availability of both in-
formation on the legal entity identifier (LEI) register
and the ‘who owns whom’ information. Wikipedia and
Wikidata, projects owned by the Wikimedia Founda-
tion, a non-profit organisation created to fund several
wiki projects, were also selected as relevant sources.
Wikipedia is a multilingual free online encyclopedia
written and maintained by a community of volunteers
through open collaboration; it is considered as a rel-
atively stable and up-to-date source with a large vari-
ety of information. Wikidata is a collaboratively edited
multilingual knowledge base and a common source of
open data. It is a useful source of structured information
regarding the key functions in MNE groups, headquar-
ter geographical coordinates (which can be particularly
useful for geo-maps), and unique identifiers (includ-
ing LEI identifiers in some cases). Both Wikipedia and
Wikidata provide several ways for extracting informa-
tion, in particular they offer an API for free extraction,
under the terms of the Creative Commons Attribution-
Share-Alike licence.

Finally, DBpedia is a project started by the Free Uni-
versity of Berlin and Leipzig University in collabora-
tion with OpenLink Software (https://www.openlinksw.
com/); it aims to extract structured content from the in-
formation created in the Wikipedia project. This struc-
tured information is made available on the World Wide
Web also through semantic querying. The source is
particularly useful for retrieving information about the
legal name, the number of persons employed and the
URL of businesses.

Sources such as GLEIF, Wikipedia, Wikidata and
DBpedia provided reference dates and some kind of
time series for specific variables, which resulted in a
more useful analysis of quantitative data such as number
of employees or turnover. For qualitative data, the best
structured information came from GLEIF and PermID.
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4. Implementation phase

The MNE information database was created based
on EGR key variables at group level: Global Decision
Centre (GDC) and its country code, number of persons
employed, turnover, assets, and number of associated
legal units.

The database implementation process was designed
for each key variable and was based on the three stan-
dard steps: extraction of each piece of data from the web
source; transformation of the data to harmonise it with
the EGR variables; and loading of the web-harmonised
data into the database.

In the web content retrieval step, the website’s avail-
ability and the stability of the structure of the data are
crucial when using APIs or scraping techniques, as a
change on the website or the API service can heav-
ily affect the collection process. Each public source
allowed for different coverage of the selected MNE
groups. Even when information about a group is present
in the public source, the stability of its availability is
not guaranteed.

The transformation step first required a metadata rec-
onciliation with the EGR variables, which was done
first by variable mapping and then by variable recoding.
This step included the linking of the extracted records
of the extracted information with the proper EGR group
identifier. In 5% of cases, a change in group name or
country code was identified: in 2.5% of cases, this oc-
curred without any need to change the group identifier,
while in the other 2.5% of cases, a new group identifier
was required.

The transformation step includes a quality evaluation
of the data source for each variable considered.

In the loading step, all transformed, updated and
ranked information is uploaded into the information
database and made directly available in the business
intelligence tool or directly integrated into the EGR.

5. Quality evaluation of the data sources

In the quality evaluation of the loading step, each
value of each transformed variable was compared with
the information in the EGR to measure the quality level.
Following this, a ranking order of each variable source
loading was established.

To set a quality indicator for our quantitative vari-
ables, we first determined the relative difference be-
tween the public data source and the EGR values. We
then defined our final quality indicator as: the number

of observations where the relative difference between
the public variable and the EGR variable was in the
range of [−0.5, 0.5], divided by the total number of ob-
servations, i.e. cases with available data from the public
source. The final information database was built based
on an integration process that contained the informa-
tion at group level from both the public sources and the
official data from the EGR.

In what follows, the quality evaluation for each vari-
able will be analysed and evaluated.

5.1. Country code of the group’s global decision
centre

The information on the country code of the Global
Decision centre (GDC) was present in all the public
sources used; Table 1 summarises the results for the
main sources considered. In GLEIF, this information
was available for 93% of the groups analysed, while for
Wikidata and Wikipedia the rate was 53% and 88%, re-
spectively. In 91% of the units, the country code of the
GDC from GLEIF was the same as the EGR 2020 coun-
try code, while the rate for Wikidata and Wikipedia was
88% and 83%, respectively. Due to its relatively higher
accuracy, GLEIF was thus assigned with the highest
priority (quality) among the three sources examined
overall.

The last row in Table 1 describes the integrated result
obtained when using the information on the GDC coun-
try code from all the three sources. The integrated data
delivers a slight increase of the coverage of the GDC
country code to 94%.

In the integration process, we used for each variable
the highest quality data first and then the lower ones,
in sequence, whenever the MNE group’s data were
not present in the highest priority source. If the last
available public source had no information, the data
value was null.

5.2. Variables for number of persons employed,
turnover and total assets

In the EGR, the three variables employment, turnover
and assets are not always available. For each of these
variables and sources, we applied the following method-
ology to calculate the quality indicator.

We first defined the Relative Difference of the Vari-
able (RDVar) between the Public Variable value (PVar)
and the EGR Variable value (EgrVar):

RDVar = (PVar − EgrVar)/EgrVar (1)



A.L. Palma et al. / A web intelligence information system to support the production of EGR statistics 553

Table 1
Sources considered for the country code of the Global Decision centre and integrated sources results

Public sources Variable coverage Same country code Different country code Priority level
GLEIF 93% 91% 9% 1
Wikidata 53% 88% 12% 2
Wikipedia 88% 83% 17% 3
Integrated sources 94% 91% 9% –

Therefore, the final quality indicator was defined
as the number of cases with a relative difference in
the range of [−0.5, 0.5], that is cases where the value
provided by the public sources does not deviate by more
than 50% from the EGR value, divided by the total
number of Variable Coverage occurrences (#VarC):

Quality Indicator =

#RDVar[−0.5, 0.5]/(#VarC) (2)

All occurrences of the public source with relative
differences in the interval [−0.5, 0.5] contribute to the
numerator of the quality indicator: i.e. the values that
are greater than half of the value of the correspond-
ing EGR variable or smaller than 1.5 times the EGR
variable.

The percentage of person employed that is not null in
the 2020 EGR set is very high, equal to 98%. From the
public sources Wikipedia, Wikidata and DBpedia, em-
ployment information is also present and easily usable,
as shown in Table 2. In this table, ‘variable coverage’ is
the ratio between the number of matched MNE groups
with available information on the number of persons
employed present in both the public sources and the
2020 EGR frame.

In Table 2, the percentages of overlapping MNE
groups and variables when we integrated the sources
are noticeably higher than the highest value of each sin-
gle public source. This reflects that the public sources
do not cover the same MNE groups and therefore the
integrated data can optimise the coverage.

On the contrary, the quality indicator for all inte-
grated sources is 43%, which is lower than the value
of Wikipedia on its own (47%). This means that the
coverage of the variable increased at the expense of
the quality, with values outside the acceptable quality
range. This may reflect the fact that the higher coverage
of DBpedia with respect to Wikidata is offset by lower
quality.

Figure 1 shows the number of persons employed ac-
cording to the EGR versus the integrated public sources’
values for each MNE group. The two straight lines are
the range boundaries used for the employment quality
indicator.

Fig. 1. Log-log scatter plot of number of persons employed, EGR
versus public source.

From the scatter plot, it is evident that the scraped
values tend to overestimate employment, compared
with EGR values. It is not easy to interpret this upward
shift. One likely reason could be that EGR employment
is accurate for the MNE groups inside the EU (because
data are provided by NSIs), but not for those outside
the EU (where only commercial sources are used and
coverage is partial). To prove this hypothesis, the full
set of MNE groups should be split between those fully
operating in the EU market and the others, to assess a
possible reduction of the shift in the former group. This
could be a future quality analysis on MNE groups.

Concerning the variable turnover,2 which must be
the consolidated value excluding intra-group sales, the
completeness rate in the EGR is only 16% in total. It
was possible to retrieve information only from DBpe-

2It comprises the total invoices of the MNE group during the
reference period, and this corresponds to market sales of goods or
services supplied to third parties. Turnover also includes all other
charges (transport, packaging, etc.) passed on to the customer, even if
these charges are listed separately in the invoice. Turnover excludes
VAT and other similar deductibles as well as all duties and taxes on
the goods or services invoiced by the unit.
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Table 2
Number of persons employed in public sources and integrated results

Public sources Retrieved groups Variable coverage Quality indicator Priority level
Wikipedia 71% 72% 47% 1
Wikidata 54% 39% 43% 2
DBpedia 62% 64% 42% 3
Integrated sources 83% 86% 43% –

Table 3
Sources considered for the turnover and integrated sources results

Public sources Retrieved groups Variable coverage Quality indicator Priority level
DBpedia 46% 16% 79% 1
Wikipedia 73% 18% 67% 2
Integrated sources 78% 20% 69% –

dia and Wikipedia; Table 3 shows the percentage of
information retrieved.

According to the same quality indicator, defined as
for employment, DBpedia was emerging as the first
priority source and Wikipedia as the second despite
Wikipedia having a higher coverage than DBpedia.
When we integrated the sources, it was possible to ob-
tain information on the turnover for 78% of the MNE
groups, out of which 20% covers the information about
turnover values in the EGR. The quality indicator for
the integrated turnover was 69%. Like the number of
persons employed, this value was lower than the maxi-
mum quality value obtained from DBpedia on its own,
reflecting that the source with the highest coverage on
turnover had a lower quality.

The analysis of turnover shows that for 65% of the
MNE groups for which EGR data are not available, it
is possible to obtain this information from the public
sources.

Concerning the total assets variables, which com-
prises the total economic resources controlled by MNE
groups, the overall conclusion is like that for turnover.
In the EGR, data on total assets are rarely available.
For the considered sample of MNE groups, the EGR
total assets variable is available only for 10% of cases,
whereas from the public sources it was possible to re-
trieve information only from Wikipedia and DBpedia.

Table 4 shows the percentage of MNE groups re-
trieved from each public source. The variable overlap
is very small due to missing values and DBpedia is
defined as the first source.

The integrated source row in Table 4 shows that the
percentage of retrieved MNE groups is higher than the
value of each single public source. The variable over-
lap remains 13% and the quality indicator increases
slightly. Naturally, these values are influenced by the
small number of observations and therefore are sub-
ject to high variability even for small variations. The

Fig. 2. Normalised scatter plot of turnover and asset EGR versus
public source.

analysis should be repeated with a wider set of MNE
groups.

The analysis on the asset variable shows that, for 53%
of the MNE groups, it is possible to obtain information
from public sources when the corresponding values in
the EGR are not available.

Figure 2 shows the scatter plot of the EGR versus
the integrated public source values for turnover and
total assets values. Each dot represents a group with its
normalised values and the two straight lines identify the
range boundaries of the quality indicator.

In the scatter plot, the overall limited presence of
usable information is evident, even if it is possible to
recognise an acceptable fitting of the integrated public
sources with the EGR for both variables, which shows
that the quality indicator of the integrated sources is
high (Tables 3 and 4). Unlike the persons employed
variable, in these cases there are no systematic data
shifts but, instead, dots outside the quality range lines
are randomly distributed. The results show that turnover
and total assets retrieved from public available sources,
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Table 4
Sources considered for the asset and integrated sources results

Public sources Retrieved groups Variable overlap Quality indicator Priority level
DBpedia 41% 6% 80% 1
Wikipedia 49% 13% 75% 2
Integrated sources 60% 13% 82% –

when available, are of acceptable quality and could be
used to replace the missing values in the EGR.

To overcome the issue regarding the assessment of
the public data sources due to the unavailability of
EGR data, like for the cases of the economic variables
(turnover and total assets), we have explored the official
source, EDGAR [18]. The Electronic Data Gathering,
Analysis, and Retrieval (EDGAR) database system is
an online system operated by the U.S. Securities and
Exchange Commission (SEC). It is currently the pri-
mary repository for electronic filings of financial doc-
uments submitted by publicly traded companies in the
US stock exchanges and other entities required to file
reports with the SEC.

In the cases for which EGR information is incom-
plete, EDGAR can serve as a benchmark to evaluate the
economic variables collected from public sources.

The benefits from using EDGAR rely mostly on the
official status of the source, which is collected by the
SEC. However, EDGAR focuses mostly on US com-
panies while the EGR has a focus on EU-EFTA MNE
groups.

There are several cases in which the two systems
overlap. Most of these cases are very large MNE groups
that are listed in several stock exchanges around the
globe. In numbers, from the cases in which we were
able to match the information in EDGAR and the EGR,
we found that more than 80% of the cases are MNE
groups based in the US, while only around 5% were
based in an EU-EFTA country. This matching is done
using the Levenshtein string distance algorithm; a total
of 1 274 multinational enterprise groups can be matched
between EDGAR and the EGR. Out of them, 886 are
perfect matches (i.e. 100% string matching), while the
others are partial matches that require additional input.
Using the information from EDGAR in these 886 cases,
a total of 751 values for turnover and 842 values for
total assets can be collected to complement the data in
the EGR.

5.3. Number of legal units in the group

The last point analysed is the perimeter of a group,
i.e. the list of legal units managed directly or indirectly
by the global group head, as well as the hierarchical

Fig. 3. Log-log scatter plot of number of legal units in the group,
EGR versus public source.

structure. We have treated this variable separately from
others because the conclusion is radically different.

Table 5 shows the information retrieved from each
public source on the number of legal units. Informa-
tion about the structure of the group can be found only
in GLEIF and Wikidata. In GLEIF, we found very
good coverage as there is information on the legal units
owned by the MNE group in 93% of cases. In Wikidata,
it was possible to find information in 80% of cases,
which is also an acceptable coverage. On the contrary,
the values of the quality indicator for the number of
legal units are very scarce for each source. However,
the GLEIF source is better than Wikidata and is used as
the first source in the integration process.

The integrated source row shows the possibility of
obtaining information on the number of legal units
for 93% of cases. The quality indicator of integrated
sources is 7%, which is the lowest value obtained from
the analysis. This small value indicates a bad matching
with the public sources, probably due to the complexity
of the information.

Figure 3 shows the scatter plot on the number of legal
units in the selected MNE groups of the EGR versus the
integrated sources. It illustrates that the public sources
tend to underestimate the number of legal units com-
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Table 5
Sources considered for the number of legal units in the group and integrated
sources results

Public sources Retrieved groups Quality indicator Priority level
GLEIF 93% 7% 1
Wikidata 80% 3% 2
Integrated sources 93% 7% –

Fig. 4. Group structure example.

pared with the EGR. The main reason could be related
to the more accurate official sources used by the EGR.

In any case, the comparison of the structure is a com-
plex task. A missing and/or additional relationship from
the integrated public sources with respect to the EGR
might make the task difficult.

In this part, the analysis on the legal units was ex-
tended to MNE group structures to try to understand the
differences on the number of legal units, but a more de-
tailed analysis is beyond the scope of this paper. At this
stage, we would like to provide an interpretation of the
mismatch by using the information found on GLEIF.

Firstly, GLEIF can be used as a source for an addi-
tional legal entity identifier (LEI) beyond already ex-
isting records in the EGR. This information may be
useful to NSIs, to identify the legal units involved in
their relationships. This is the main goal of GLEIF: to
provide a unique identifier to any legal entity. The use
of LEIs in all registers will improve the treatment of
data in the EGR; it may happen that some relationships
known by NSIs cannot be included in the EGR due to
the absence of any matching with NSI databases.3 In
this way, some information is lost; that could be solved
with LEI.

Secondly, the comparison between the EGR and
GLEIF raises the issue of coverage.

Figure 4 shows a typical mismatch, where the cover-
age of the EGR is higher than the coverage of the inte-

3EuroGroups register identification service - Statistics Explained
(europa.eu) – https://ec.europa.eu/eurostat/statistics-explained/index.
php?title=EuroGroups_register_identification_service.

grated sources. The GDC information is confirmed by
the information available in the EGR, but the perimeter
is hugely different between the two sources. This can
imply that the coverage of GLEIF is extremely limited,
compared with the EGR.

The ellipses represent legal units known by both
sources; squared boxes are those known only by the
EGR. The dashed lines are known only by GLEIF, while
the solid lines are known only by the EGR.

To give more details about Fig. 4, we briefly com-
pare GLEIF data and EGR data in terms of unit cov-
erage. The GLEIF database contains 2.5 million units4

(compared with 1.6 million in the EGR5 [19]) of which
1.5 million have a usable identifier. We focused on
EU/EFTA and UK units (1.4 million) for which the
comparison between a unit in the GLEIF database and
one in the EGR is more reliable.6 75% of these units are
known from the EGR, but, according to the EGR, only
11% are part of a group operating in the EU. GLEIF
provides information about relationships in the second
part of its database (‘who owns whom’); we deduce
that GLEIF contains around 43 000 groups, 28 000 of
which operate in the EU/EFTA. Using this information,
we find around 300 000 units, of which 160 000 located
in the EU or EFTA, involved in a group operating in the
EU according to GLEIF. A more detailed analysis must
be carried out to determine control relationships known
to GLEIF and unknown to the EGR, in particular for
the non-EU part.

6. The approach to harness Wikipedia as a data
source on MNE groups for official statistics

In the following section we present our approach to
harnessing Wikipedia as a data source on MNE groups

4Reference snapshot: July 2023.
5The number of 1.6 million units includes legal units in foreign-

controlled groups (schematically, a unit for which only the country of
the controller is known).

6Matching based on country and name only is not considered in this
paragraph in order to obtain more accurate results. Some identifiers
provided by GLEIF could not be used either because they do not
meet the national rules for identifiers or because they are identifiers
not available in the EGR; further analysis is needed to use these
identifiers.
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for official statistics. We discuss the methodology used
to identify and match Wikipedia articles with the MNE
groups in our sample, and how to collect and process
the content from Wikipedia to prepare the final dataset
for statistical purposes. We also discuss methodological
and technical challenges, and insights gained from using
Wikipedia as a data source on MNE groups.

6.1. The Web Intelligence Hub platform

To achieve its goals, the WIH has developed a plat-
form where statisticians from statistical authorities of
the ESS can easily run web crawlers to collect data
from the web. Those crawlers can be configured through
a graphical user interface (GUI), where the user can
provide the URL (website) to be scraped or queried,
together with other parameters and launch the collec-
tion of content of that website. The user can config-
ure, among other parameters, whether the website being
crawled is dynamic (in which case Selenium is used) or
not, the interval between data acquisitions (e.g. in case
of retries due to errors), text extractor parameters like
regular expressions (regex), and how deep in terms of
subpages the crawler will crawl to search for data. The
GUI of the WIH platform can be seen in Figs 5 and 6.

6.2. Methodology of content retrieval from Wikipedia

Wikipedia offers various APIs to query the content
of its articles and can return the content in various for-
mats, with JSON being the recommended one. For ex-
ample, the query to the English Wikipedia API7 would
return the content of the English Wikipedia article with
title ‘Siemens’ (https://en.wikipedia.org/wiki/Siemens)
in JSON format. This returns the raw content of the
Wikipedia article as written in Wikitext, Wikipedia’s
own markup language to edit and format pages. An
example of the raw content of a Wikipedia article, in
Wikitext format is presented in Fig. 7.

We used the WIH platform to do the querying and
to acquire the content, which we then saved to an
OpenSearch [20] index. An example of the raw content
from Wikipedia for an MNE in an OpenSearch index is
seen in Fig. 8.

7https://en.wikipedia.org/w/api.php?action=query&prop=revisions
&rvprop=content&format=json&titles=Siemens&rvslots=main.

Table 6
Wikipedia categories, used to identify articles on MNEs

Wikipedia categories
Conglomerate_companies_by_countr
Companies_listed_on_the_New_York_Stock_Exchang
Multinational_companies_by_country
Corporations
Multinational_companie
Companies_by_country
Banks_under_direct_supervision_of_the_European_Central_Ban
Companies_in_the_Euro_Stoxx_50
Companies_by_stock_exchang
Financial_services_companies_by_year_of_establishmen
Government-owned_energy_companie
1991_establishments_by_country
Manufacturing_companies_by_country
Engineering_companies_of_Germany

6.3. Methodology of matching Wikipedia articles with
names of MNE groups

One of the challenges we faced early in the project
was the identification of the Wikipedia articles that
correspond to the MNE groups in our sample, from now
on EGR MNE.

According to Wikipedia itself, ‘as of 12 Febru-
ary 2024, there are 6 782 641 articles in the English
Wikipedia’.8 This is a very large number of articles
to be matched to a potentially large number of MNE
groups. To facilitate this matching, we used Wikipedia’s
categorisation to identify articles about MNE groups.
We used in total 14 such categories, which can be seen
in Table 6.

We then queried the names of all Wikipedia articles
under these categories and their subcategories, using
Wikipedia’s API service. This returned a pool of around
300 000 articles related to MNE groups or companies
from the English Wikipedia.

We then found the closest match of the Wikipedia
articles and the respective names of the MNE groups
in our sample, the EGR MNE groups. Our goal was to
identify the Wikipedia article that referred to the parent
company or the group head, i.e. the enterprise that owns
and manages all subsidiary companies that comprise
the corporate group.

We followed a heuristic approach to match the
Wikipedia articles with the EGR names in our sam-
ple. We used a semi-automatic identification using R’s
stringdist [21] library, followed by a manual valida-
tion of the final articles for our MNE groups. We tried
various distance metrics to calculate the distance be-

8https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia.
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Fig. 5. The WIH Platform, creation of a source.

Fig. 6. The WIH Platform, creation of a new crawler.

tween the two names (Wikipedia name vs EGR name),
namely Jaro-Winkler, Optimal String Alignment, Lev-
enshtein, and q-gram with 2 and 3 grams. The method
that worked best for our data was the Jaro-Winkler

method, with a prefix value of p = 0.2. With this
method we identified and matched accurately around
50% of the Wikipedia articles. To increase the final
matching accuracy, we further checked and validated
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Fig. 7. A Wikipedia article in Wikitext markup language (edit mode).

Fig. 8. Sample of a raw content of a Wikipedia article as stored in an OpenSearch index.
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Table 7
Data extraction and decomposition

Data extraction and decomposition
Assets Assets_currency Assets_year
15 428 million e 2021

manually the matched articles. For those MNE groups
for which the match was inaccurate we identified the
right article manually by searching Wikipedia.

This validated dataset of Wikipedia articles now
serves as a benchmark for improving our string-
matching algorithm in the future. All the above analysis
was performed using R statistical software [22].

6.4. Content extraction

Wikipedia has a specific template for presenting in-
formation boxes in articles of companies. In this tem-
plate, called ‘infobox company’, editors add informa-
tion (variables) related to companies in structured fields.
Using this information, Wikipedia then provides an in-
fobox in the article.

We identified that all variables of our interest are
included in this template, namely revenue, net in-
come and website, among others. The infobox com-
pany template constitutes a quasi-structured environ-
ment for the data of our interest, where parameters
(or variables) of that template are set. For example,
the parameters ‘revenue’ and ‘revenue_year’ of the in-
fobox company template refer to the financial con-
cepts of revenue and its respective reference year,
while ‘num_employees’ refers to the number of em-
ployees. For a complete list of variables and their
definition on Wikipedia’s infobox company template,
see: https://en.wikipedia.org/wiki/Template:Infobox_
company/doc.

Having queried the complete content of a Wikipedia
article as described previously, we then extract the part
of the Wikipedia article that contains only the infobox
company template. We further filter and select the con-
tent of the variables in scope. Until this point, we have
not modified the raw content of Wikipedia. From this
point onwards though, we break down the information
available in the infobox company template to relevant
data and metadata of our interest. For this step, we used
the wikitextparser [23] library of Python [24] and we
further developed our own parsing routines in Python
to extract the relevant pieces of information.

For example, from the string: ‘assets = {{increase}}
e15 428&nbsp;billion (2021)<ref name = ‘AR21a’ />’
we extract the following variables (Table 7).

Similar processing is performed for all the variables
of interest.

After this step, we proceed to the final formatting
or standardisation of the data. In this step, we format
the values of certain variables to comply with the Eu-
rostat standards and code lists. Here we format cur-
rencies according to the Eurostat code list ‘currency’,
(e.g. ‘e’ is formatted to code ‘EUR’) and we format the
values of the economic variables to full numbers (e.g.
15 428 million is formatted to 15 428 000 000).

6.5. Final statistical data asset

To further comply with ESS standards, we export the
final data in an SDMX-CSV format. This format re-
spects the SDMX9 recommendations and best practices
on the structure of the dataset, the naming conventions
of variables and the use of codes from standard code
lists used by Eurostat and the ESS.

The overall implemented pipeline to extract and pro-
cess the content from Wikipedia can be seen in Fig. 9.

6.6. Lessons learnt – possible improvements

Our research revealed that around 80% of the MNE
groups in our sample had a corresponding article on
English Wikipedia. The main economic variables are
largely available in the structured infobox company
template. Inconsistencies in how Wikipedia editors en-
ter data in the infobox company template posed chal-
lenges in the parsing of the content into appropriate
values, thus sometimes undervaluing the quality of the
data.

Very often, more than one Wikipedia article exists for
the same MNE group. For example, a search of the term
‘Volkswagen’ on the English Wikipedia returns at least
two articles referring to the company Volkswagen or to
the group.10 A similar search of the term ‘Volkswagen
Wikipedia’ in Google, returns the former URL article
as the first result. However, in the above example, our
target article would be the latter one, as it refers to the
group head or parent company of Volkswagen.

Often the EGR name was quite different from the
respective name of the MNE group on Wikipedia. This
discrepancy can be due to one of the two names being
outdated, or an abbreviated version of the full name
being available, e.g. ‘Volkswagen’ versus ‘VW’, or a

9https://sdmx.org/.
10https://en.wikipedia.org/wiki/Volkswagen and https://en.wikipe

dia.org/wiki/Volkswagen_Group.
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Fig. 9. Pipeline to extract and process content from Wikipedia.

difference between the legal name of an EGR MNE
group and its branding name.

Lastly, Wikipedia pages exist in various languages.
For some MNEs we identified Wikipedia articles in a
non-English language. However, since our focus was
on the English Wikipedia only, it meant that we had to
leave out any Wikipedia article not appearing in En-
glish Wikipedia. Furthermore, the presence of MNE
group articles in non-English languages would call for
translation or variable mapping.

Our future work will focus on refining the data ex-
traction algorithm and exploring the potential of non-
English Wikipedia content. We also envisage to develop
quality gates (checks) during the content extraction to
ensure a high quality of the data. Another development
may be in the direction of monitoring if Wikipedia arti-
cles are edited or updated to collect new data.

7. Conclusion

Based on the analysis of the results, this study con-
cludes that public sources can be used as an additional
source of information for the support of users in im-
proving the quality of data of the MNE groups. More-
over, public sources can be considered when comple-
menting missing EGR information on MNE groups, but
their contribution needs to be precisely qualified.

Regarding most of the attributes of an MNE group,
the gain seems to be positive for the country of the
Global Decision centre, turnover and total assets. The
conclusion on employment is more moderate and fur-
ther analysis is needed to understand the employment
gap, which could be attributed to the lack of coverage of
information from outside EU/EFTA in the EGR. If con-
firmed, the employment data from the public sources
could well complement any missing data in the EGR
for the countries outside the EU.

7.1. Further work

The study and the quality analysis carried out was
based on a limited number of MNE groups only. Fol-
lowing the positive assessment of the data acquired
from the proof-of-concept study, Eurostat started a web
data collection for the whole population of the biggest
MNE groups (more than 1600 groups) hosted under its
Web Intelligence Hub. This was to extend the coverage
and verify the possibility to implement the results for
the purpose of the production of EGR data. This work is
ongoing and the first dataset from Wikipedia for the en-
tire population of the biggest MNE groups is expected
during 2024. At the same time, Eurostat is also working
on using the data from EDGAR and GLEIF, connecting
through an API.

In parallel, Eurostat is working on a proof of con-
cept for a data visualisation and comparison module
of the EGR, where the data of the public data sources
will finally be uploaded. They will then be compared
automatically with the EGR data, and the results will
be made available in a specific dashboard. There, the
EGR producers or profilers will be able to visualise
and compare the data from public data sources with the
EGR data and decide to use the data that they consider
will improve the completeness and accuracy of the EGR
MNE group data.

Disclaimer

The views expressed in this paper are those of the
authors and do not necessarily represent the official
position of the European Commission.
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