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Abstract. This paper analyses the future prospects of statistics as a profession and how data science will change it. Indeed,
according to Hadley Wickham, Chief Scientist at Rstudio, “a data scientist is a useful statistician”, establishing a strong connection
between data science and applied statistics.

In this direction, the aim is to look to the future by proposing a structural approach to future scenarios. Some possible definitions
of data science are then discussed, considering the relationship with statistics as a scientific discipline. The focus then turns to an
assessment of the skills required by the labor market for data scientists and the specific characteristics of this profession. Finally,
the phases of a data science project are considered, outlining how these can be exploited by a statistician.
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1. Introduction

A standardized definition or a universally accepted
set of skills for a data scientist does not exist, because
it is a new and constantly evolving professional figure.
For example, Ho et al. [1] define data scientist as a per-
son possessing “the abilities to collect, clean, extract,
transform, and load the data. In addition, apply statisti-
cal, analytical, and machine learning techniques to draw
insights from the data. And most importantly, a data
scientist must be able to communicate the findings in
both written and spoken form.” However, this definition
is probably starting to become obsolete because, for ex-
ample, a data scientist can be theoretical or applied. The
first tries to devise methods and strategies to improve
the ability to deal with data in a well-founded way,
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while the second looks for the best practical approach
to solve a business/applied problem and helps to make
it available for enhancing the everyday operations.

Less problematic is the definition of statistician, hav-
ing a much longer history. Therefore, it can certainly be
said that a statistician is a professional who specializes
in the field of statistics and collect, organize, analyze,
and interpret data to help make informed decisions,
draw conclusions, and solve real-world problems in var-
ious fields such as science, business, economics, social
sciences, and more (for a discussion on the matter see
Hayford [2]).

Starting from this deliberately generic definition, we
can say that statistics is a branch of mathematics and
a discipline that involves the collection, analysis, in-
terpretation, presentation, and organization of data. It
provides a systematic framework for dealing with data,
summarizing information, and making informed deci-
sions based on empirical evidence. So, in short, statis-
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tics can be defined as “the science of learning from
data” [3].

We could report many other definitions of both – data
scientist and statistician – but it is clear that the two
professions have a large overlap area and, above all,
while statistics and the profession of statisticians are an-
cient and well-established, the professional role of data
scientist is considerably more recent and continuously
evolving.

In a more drastic way, a popular joke claims that “a
data scientist is a statistician who lives in San Fran-
cisco” outlining the modern and fashion style of data
scientists compared with a “elderly” statistician.

The relationship between data scientist and statis-
tician is at the center of an ongoing and very fervent
debate, and in this work, we intend to add some funda-
mental aspects to contribute to this debate.

To give an idea of the scope of this topic, in [4]
authors analysed over 100 publications from statistics
and data science, outlining an interesting picture of the
overlaps and differences between these two disciplinary
fields. From this research it clearly emerges that some
scholars argue that statistics isn’t necessary for data sci-
ence, but the findings emphasize the complementary re-
lationship between the two. According to this research,
statistics provides a foundation for data science, ensur-
ing reliability and validity, while data science extends
statistics to Big Data. Data scientists should recognize
the importance of statistics, and statisticians should
embrace the capabilities of data science [4]. However,
although it seems clear that the two disciplines com-
plement and compensate for each other, it is equally
evident that statisticians often consider data science a
threat.

In this paper, we would like to analyse what are the
future perspectives of statistics as a profession and how
data science is going to modify it.

In the following, we will first give a look to the future
by proposing a tentative normative scenario and then
we discuss some possible definition of data science, by
considering the relation with statistics as a scientific
discipline. We will then look at the skills required by
the job market for data scientists and the specific char-
acteristics of this profession. Finally, we will consider
the steps of a data science project by outlining how
those can be leveraged by a statistician.

2. Futures studies and futures literacy: A tentative
normative scenario

When we talk about future skills, we can think of
outlining scenarios for the future of statisticians and

data scientists. A Futures Studies approach can help us
in asking ourselves the right questions and stimulate re-
flections on what the jobs of tomorrow may be in which
statisticians will be called upon to play a key role. Over
the last half-century, the study of the future moved from
forecasting the future to the broader concept of fore-
sight, which includes shaping multiple futures, draw-
ing desirable futures and anticipatory decision-making.
Even though future thinking has been crucial since the
beginning of civilization, it is only in the middle of
the nineteenth century that scholars start talking about
Futures Studies (FS) as a new paradigm [5–7].

Futures Studies refers to a multidisciplinary scientific
research field [8,9] regarded by many – not without
criticism – as a science in its own right [10–12].

Closely related to the FS we find the concept of Fu-
tures Literacy (FL), a new form of literacy on which
the attention of national governments, international or-
ganizations (like UNESCO, EU, OECD) and scientific
research is more and more focused [13]. FL concerns
the ability to imagine several futures: what the decision
makers and even each single person can do today to set
the course to the desired future depend on how people
are future literate. The ability to become future liter-
ate becomes the capacity to make better today’s deci-
sions [14,15]. FL is a set of skills, that can be learned
and taught, and we believe that statisticians must also
become more future literate

The next generations must become more skilled at
“using-the-future” because a) the future does not yet
exist but must be imagined and shaped; b) humans can
learn to imagine the future (therefore it is a skill that can
be developed); and c) the future can/must be built, in a
proactive approach and not passively endured (passive
approach). Hence, also the next generation of statisti-
cians should be more future literate.

Talking about the future of this contrast/overlap of
professions, a question we all need to address is the
following: will data scientist be in the future of statis-
tics? In other words, we ask ourselves whether the two
professional fields will move in the direction of greater
overlap – to the point of merging – or will move away
to the point of constituting two separate and different
scientific fields. It is difficult to give an answer but at
the same time, it is very useful to try to outline a norma-
tive scenario, i.e., a scenario that we statisticians would
like to come true, for example, in the next 10 years.
This scenario was not outlined according to the scenario
method (which would require specific research) but it is
simply an exercise proposed by the authors to stimulate
a debate on this topic. We also remember that a scenario
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is never a prediction, but only one of the many plausible
images of a distant (here desirable) future.

In this scenario, the data scientist will be a statistician
with a solid theoretical and methodological background,
who will know how to select quality data. He/she will
know how to frame a complex problem (data), able to
use the appropriate software and capable of interpret-
ing the results (information). Also, data scientists will
be able to produce results that are usable for decision-
making and will have the ability to produce results that
are understandable to non-professionals, with particular
emphasis on reproducibility of research, communica-
tion, and visualization. Finally, we want the data sci-
entist of the future to be able to “produce” data when
these are not available (new problems and very complex
problems). And, because of the last point, we can imag-
ine the statistician of the future as a person capable of
applying mixed methods, namely a mixing of qualita-
tive and quantitative methodologies. In fact, in studying
complex phenomena, many scholars claim that a mixed
method (namely research approaches which combine in
a single research strategy a mix of methods as well as
involves collecting, analyzing, and exploiting different
types of data) is desirable, given the need to analyze the
problem from many perspectives [16,17].

If we agree that this is a desirable scenario, then
the question that arises is: what must we do today to
realize this scenario? Some answers to this question are
contained in the previous sections of this article.

Another reflection about the skills necessary for the
next generation of Statisticians is that according to the
majority of futurologists, many of the jobs that will ex-
ist in 2030 haven’t even been invented yet. As a conse-
quence, many of the jobs that statisticians will do in the
future do not exist today. To this end, there are many
studies that try to outline what the jobs of the future
will be. Among the many, we mention here the report
on the 100 jobs of the future [18]. In this report, given
the importance of data processing, there are several jobs
under the category of “data jobs”, so jobs that statisti-
cians could do. We find the Algorithm interpreter, the
Behaviour prediction analyst, the Data commodities
broker, the Data farmer, the Data privacy strategist,
the Data storage solutions designer, the Data waste re-
cycler, the Forensic data analyst, the Freelance virtual
clutter organizer and the Predictive regulation analyst
[18].

So, not only do we have to deal with the issue of
big data analysis and artificial intelligence, but it also
becomes crucial to understand how statisticians must
be prepared today to be called upon to carry out jobs of
this type tomorrow.

After the reflections made so far, we pose one last
question: “Where is the statistic headed?” Once again,
it is hard to answer but we can conclude with a series
of points to reflect on.

– Many jobs of the future will deal with DATA (an
inevitable consequence of the so-called datafica-
tion of society).

– Statisticians are called upon to proactively antici-
pate these new jobs.

– There is a need for a correct dialogue with other
disciplines (Mathematics, Computer science, In-
formation science, etc.) since the future must be
built together.

– To survive in a fast-changing world, we must aban-
don the Business-As-Usual Thinking (i.e., con-
tinue with the present course of action) and start
making strategic decisions in view of the futures
that emerges on the horizon.

– We must provide a university education which
takes Future Literacy into account.

– Another interesting trend consists of the so-called
Knowledge-Guided AI, which encompasses com-
bining science with data-driven methods. Exam-
ples are physics- informed AI in meteorology,
climatology and fluid dynamics, epidemiology-
informed machine learning, distribution-informed
AI, etc. Statisticians could have a core role if en-
dowed with the appropriate mindset and toolkit.

We are aware that these points derive from a minimal
tentative scenario, so free of disruptive events, and a
future work might be the construction of 3–4 scenarios
through, for example, a Delphi survey. However, in
order to stimulate a discussion on the future of statistics
and statisticians, we believe that they contain relevant
and strategic elements, which probably constitute the
key factors of future changes.

3. Data science

Although William Cleveland was the first that in 2001
coined the term data science, by claiming that “results
in data science should be judged by the extent to which
they enable the analyst to learn from data” [19], it is
only in 2008 that this term starts to be vastly used thanks
to DJ Patil and Jeff Hammerbacher, founder and Chief
Scientist of Cloudera. With this term they intended to
denote a new professional figure capable of carrying out
analyses on large masses of data in order to extract rel-
evant information that can bring value to the company
in which they work. Today, it is difficult to identify a
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data scientist unambiguously, as the term encompasses
a broad range of skills and expertise. They are expected
to support public and private administrations in making
decisions based on data.

Ben Baumer [20] defines data science as “an emerg-
ing interdisciplinary field that combines elements of
mathematics, statistics, computer science, and knowl-
edge in a particular application domain for the purpose
of extracting meaningful information from the increas-
ingly sophisticated array of data available in many set-
tings”, which includes the most relevant aspects widely
accepted: it combines elements of mathematics, statis-
tics, computer science and knowledge of an application
domain.

The title “Data Scientist” is ambitious on the one
hand, as it requires extensive training and knowledge of
data management, analysis, forecasting, and communi-
cation tools, as well as domain-specific knowledge. On
the other hand, it is restrictive because it encompasses
many different professions, including data architect,
data engineering, data modelling, data analyst, machine
learning, and AI analyst.

Moreover, with the increasing presence of data sci-
entists in different fields, it is difficult to refer to “a data
scientist”; we should rather refer to different “data sci-
entists” based on their specialized experience in various
fields. Data scientists can be analysts of genetic data,
physical data, social-economic data, life-science data,
or have a role as analysts of business processes, digital
marketing, official statistics, and more. This perspective
reflects the counterpart of statistics, which related to its
longer history begun in the modern sense in the 18th
century, includes several branches. In this sense, we can
consider a general distinction between applied statistics,
theoretical statistics, and mathematical statistics. More-
over, depending on its specialization domain and appli-
cation in several scientific and humanistic areas, statis-
tics is also shaped as biostatistics, economic statistics,
social statistics, demography, epidemiology, medical
statistics, psychological statistics, statistical mechan-
ics, and engineering statistics. In relation to these vari-
ous domains of the statistics, the “statisticians” come
from different backgrounds of study, which contribute
to their specialization.

The focus should move from the general competen-
cies of a data scientist to the specialized experience
developed in various fields. Today, the figure of the
data scientist pervades all professional and scientific do-
mains, particularly in an era when data, which represent
a wealth of knowledge, are widely accessible due to
technological advancements. However, it is important

to note that data, by their nature, are characterized by
variability and uncertainty, requiring appropriate skills
to provide reliable and effective answers.

4. Data scientists: Skills from the job market

Today’s job market strongly seeks experienced data
scientists to fill the need for data support at any level
and function. There is no doubt, therefore, that a career
in this field offers promising prospects for future gen-
erations, with good salaries and exponentially growing
demand for such positions over the last decade.

However, it needs to be investigated again! It should
ensure the fulfilment of expectations for a satisfying job
that aligns with the skills of new generations, primarily
acquired through bachelor’s and master’s programs. For
workers, skills equate to employability and social mo-
bility. Labor market operators often fail to recognize the
actual abilities of data scientists and do not differentiate
between various roles within the field of data science.

In this sense, it is interesting to report the main skills
required by the job market for the different data scientist
figures. According to the worldwide survey “State of
Data Science 2022” performed by Anaconda Inc., the
top five most important skills/areas of expertise in data
science organizations are: engineering skills (38.12%),
probability and statistics (33.26%), business knowledge
(32.22%), communication skills (30.56%), and big data
management (29.24%). The same survey also reports
that most (62.51%) of organizations are at least moder-
ately concerned about the potential impact of a talent
shortage, generating a mismatch between the availabil-
ity of new talents and the demand from companies in
terms of both skills and numerical shortage.

In the view of understanding the potential mis-
match between the demand and the offer in terms
of data science skills, we also highlight which kinds
of data are usually analyzed by data scientists and
the methods used most regularly. The recent report
“Data Science Salary Report 2023” by BigCloud
(https://bigcloud.global) provides a detailed analysis of
these issues based on a survey that includes 1300 re-
sponses from people involved in data science as workers
(93%) or students (7%).

According to this report, data scientists mainly work
on the following data typologies: 1) Relational; 2) Text;
3) Image; 4) Time series; 5) Video; 6) Audio; 7) Sen-
sor. The main methods, according to this survey, are
reported in Table 1.

The surveys conducted, however, reveal a data sci-
entist figure that is still too oriented towards the use
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Table 1
Main methods used in data science

Data science methods used most regularly Percentage of respondents
Random forests 42%
Neural networks 41%
Logistic regression 40%
Decision trees 38%
Gradient boosted machines 36%
Ensemble methods 28%
Bayesian techniques 26%
Convolutional neural networks (CNNs) 25%
Support vector machines (SVMs) 20%
Recurrent neural networks (RNNs) 17%

of IT tools and machine learning software (Python),
especially when considering the demand of companies
that focus on business intelligence and digital market-
ing. On the other hand, there is a lack of surveys on the
demand for data scientists in public administration and
government institutions, as well as in research organi-
zations. In more scientific contexts, there are only a few
analyses on the demand and role of data scientists as
an integrated figure in a multidisciplinary context with
competences in the analysis of high-frequency, com-
plex, structured, and unstructured data (e.g., analysts of
genetic, physical, and environmental data).

5. Data scientists: Salaries and perspectives from
the job market

As highlighted above, the relevance of the data scien-
tist profession is emphasized by good salaries that are
increasing in Europe, with the perspective of a rising
career. A negative note is the still much lower percent-
age of female Data Scientists compared to their male
colleagues. The report by BigCloud mentioned in the
previous chapter also analyzes the salaries in Europe
and the UK for Data Scientists. A meaningful compari-
son among countries is rather difficult, as the roles are
often not comparable due to the diversity of positions
and competences, as already pointed out. An attempt
was made in this study to compare data on the average
salary of ‘Data Scientist’ and ‘Senior Data Scientist’
median salary, average increase, and average bonus for
the six countries considered: France, Germany, Italy,
the Netherlands, Switzerland, and the UK. The data
visualization was produced by us by homogenizing the
currencies to Euros (Figs 1 and 2). The conversion rate
for GBP £ and CHF was on the 20th of October 2022.

From this survey, it also emerges that 40% of work-
ers are satisfied with their salary and that 62% had an
increment of their salary in the past two years in the
range 1–15%.

Further evidence to confirm the job market’s interest
in the data scientist role, comes from a comparison of
salaries between statisticians and data scientists. Al-
though these two roles partially overlap, salary data
from the Economic Research Institute (https://www.
erieri.com/), summarized in Fig. 3, reveal that data sci-
entists have higher salaries than statisticians in all coun-
tries considered. These figures also suggest a potential
increase from 6 percent to 14 percent over the next five
years.

According to the 2020 U.S. Emerging Jobs Report
from LinkedIn (https://business.linkedin.com/content/
dam/me/business/en-us/talent-solutions/emerging-jobs-
report/Emerging_Jobs_Report_U.S._FINAL.pdf), the
data science field has topped the Emerging Jobs list for
three years. It is a specialty that continues to grow sig-
nificantly (35%) across all industries. The data in this
report indicates that some of this growth can likely be
attributed to the evolution of previously existing jobs,
such as statisticians, and increased emphasis on data in
academic research.

In Europe, the rising occupations have been evalu-
ated by the LinkedIn reports “Jobs on the rise 2021.”
These look at the roles experiencing the highest growth
between April and October 2020, compared to the pre-
vious year. The job categories are ranked by a combi-
nation of growth and size of demand. Focusing on the
job category “Artificial Intelligence and Data Science”
in France it is in 15th place with a 40% increase in re-
cruitment in 2020 (with only 23% of women recruited).
In Germany, the same job category is in 13th place,
and Amazon recorded the newest hires in Germany.
This is not surprising, as the company has benefited the
most from the crisis this year and is now investing in
the expansion of its e-commerce platform. In Spain, in
December 2020, there was an announcement of a e600
million investment in artificial intelligence as part of
its plan to transform the national economy. Therefore,
it is no surprise that jobs in artificial intelligence and
data science increased by 64% during 2020 and ranked
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Fig. 1. Salary senior data scientist.

Fig. 2. Salary data scientist.
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Fig. 3. Salary statisticians vs data scientists according to the economic research institute.

15th. In Sweden, the closely related category “Data &
Analytics” is in 15th place with a 38% growth in 2020.
This category saw more male hires (65%) than female
hires. Finally, in Italy, this category is not among the
top 15 positions.

6. The future of data science

Hadley Wickham [21] summarizes quite well the
steps needed for a data science project: “I think there are
three main steps in a data science project: you collect
data (and questions), analyze it (using visualization and
models), then communicate the results.”

In the following we will consider these three steps
(data collection, data analysis, communication), by
looking to the specific data science skills for a future
statistician.

6.1. Collecting data

Often, data must be downloaded from the internet
or from social media (Twitter, Instagram, Tripadvisor,
...). As mentioned before, job market requires the data
scientist to be skilled on sophisticated and modern tools
of data collection (use of API application programming

interface, web scraping, etc.), to be prepared on using
tools of data engineering related for example to storage
huge amount of data, and to be able to integrate data
coming from multiple disparate sources.

However, much more than the technologies and tools
necessary to these tasks, we believe that the most im-
portant skill for a data scientist should be the ability
to think about data, to evaluate the consequences and
the aftermath of his possible choices. As an example,
let’s consider the quote by Mike Loukides [22] claim-
ing that using data is not really what people mean by
data science: “a data application acquires its value from
the data itself and creates more data as a result. It’s not
just an application with data; it’s a data product. Data
science enables the creation of data products”. This idea
of making data as a result or a product is clearly con-
nected with the idea that data are not coming from an
experiment, but they are already available given the new
technologies advancements, with all the risks connected
with “swimming with data” and finds something that,
in fact, is not present in the data, just because we keep
looking into them. The quite famous quote by the Nobel
prize 1991 in Economic Sciences Ronald H. Coase “If
you torture the data long enough, Nature will always
confess” remind us that we cannot be agnostic to the
data collection process!
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However, it is well known that a specificity of the
Big Data era is the availability of many datasets cov-
ering large percentages of their respective populations,
yet they were never intended to be probabilistic sam-
ples, but it clearly would be foolish to ignore such big
datasets only because they are not probabilistic or rep-
resentative. Xiao-Li-Meng [23] discusses these topics
by claiming the big data paradox: “the more the data,
the surer we fool ourselves” and proposing an identity
linking data quantity, data quality and problem diffi-
culty to measure the quality of whatever data science
result.

6.2. Analysing data

The role of statistical models. Statistics found its way
as the backbone to strengthen the scientific method in
disciplines where it was already used and to extend it to
other, most difficult disciplines. The statistical science
on the practical ground develops methods to quantify
uncertainty in mathematical models based.

Statistical science in the AI/big data world, some-
what dominated by software development and coding,
can have a distinct and relevant role by working with
the interdisciplinary teams involved in MLOps and data
science, and at the same time present and apply meth-
ods rooted in the statistician mindset and way to solve
problems.

Making causal inference is a related topic, the most
common way to carry out causal inference is by us-
ing counterfactuals. To define a counterfactual in ob-
servational data with hundred or more variables is
not straightforward, a review is proposed in [24].
Miller [25] makes a detailed description of the miss-
ing link between the current research on explanations
from the fields of philosophy, psychology, and cogni-
tive science. According to him there are three main as-
pects that an explainable AI system must have in order
to achieve explainability: (1) people seek explanations
of for why some event happened, instead of another,
which suggests a need for counterfactual explanations;
(2) recommendations can focus on a selective number
of causes (not all of them), which suggests the need for
causality in XAI (avoid the user to be overwhelmed by
potential causes); and (3) explanations should consist
in conversations and interactions with a user promoting
an explanation process where the user engages in and
learns the explanations.

Figure 3 proposes a taxonomy of explainable AI as
put forward by Belle et al. in [26].

Some tools to support explainability are the Dalex
package in R and python (https://dalex.drwhy.ai/) and
the Captum package in the Pytorch ecosystem.

An interesting branch is that of causal transfer learn-
ing [27] based on a paradigm called Joint Causal In-
ference and rooted in Structural Causal Models. An-
other approach is that of the deconfounder proposed by
David Blei and coll. [28]. Both methods are suitable for
multiple cause problems.

Another interesting approach to causal analysis is the
Targeted Minimum Loss Estimation framework. This
latter takes the view that no model is absolutely the best
when working with complex data sets, therefore, an
ensemble method, termed SuperLearner is proposed as
a first step and then a plug.in estimator is obtained for
the causal parameter. The ensemble is not composed
by many perturbed executions of the same algorithm,
as occurs for instance in random forest, gradient boost-
ing machine and XGboost, but by a set of algorithms
selected just because of their heterogeneity. The key
idea is that such diverse algorithms could best repre-
sent different aspects/part of the data and by combining
them using weights obtained by a generalized cross-
validation process, we could improve over the individ-
ual method. An example of model set might be, random
forest, logistic regression, naïve Bayes, K-NN, Xgboost
and CART.

When considering interpretability and explainability
there are three different perspectives, namely predictive
accuracy, descriptive accuracy and relevancy. Predic-
tive accuracy is easy to measure using consolidated
methods and metrics, classification matrices (also called
confusion matrices), ROC curves and so on. Descrip-
tive accuracy can be described as the degree to which
an interpretation method objectively represents the re-
lationships learned by the ML models. Relevancy: An
interpretation is relevant if it provides insight for a par-
ticular type of users into a chosen domain problem.
While descriptive accuracy is a hot topic, with many
researchers working trying to devise methods to pro-
vide a better understanding of the learnt representation
of the model, also with some new approaches based
on advanced mathematics, relevancy is harder to define
and formalize. The long and somewhat unique consult-
ing practice that characterize the statistical procession
might offer some interesting space to contribute to the
endeavor towards a better understanding of complex
models, especially when considering relevancy.

We can say that complex models require specific
tools and methods to allow data scientists and analysts
to understand or disentangle, also partially, how, and
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Fig. 4. Taxonomy of explainable AI based on the taxonomy proposed by Belle and Papantonis.

why they work well or not. Final users are, most of the
times, not in a position to use the output of such tools,
still being able to convey the message to them is essen-
tial for acceptance and real-world use of the model’s
results. The latter sentence highlights the necessity of
developing special skills devoted to such a task.

6.3. Communicate the results

The last step of a data science project is the commu-
nication of what has been obtained by the analysis. Soft
skills and abilities of data visualization are crucial as
well as skills on storytelling when presenting results to
clients. In addition, communication skills nowadays are
also needed to show to the wide public the analytical
results of a research: outreach skills as well as ability
to manage social media are certainly relevant.

7. Conclusions

The advise of Leo Breiman [29] “Advising a young
person today, I say: Take statistics, but remember that
the great adventure of statistics is in gathering and us-
ing data to solve interesting and important real world
problems.” is probably even more current twenty years
later, and it will also be valid in the future if statistics
as a scientific discipline will be able to include all the
skills provided also from different disciplines.

We have seen in previous sections that statisticians
can significantly contribute to the improvement of data
science projects by bringing their specific expertise. As
shown in Section 5, according to Hadley Wickham [21],
a data science project includes data collection, data
analysis, and communication of results. Statisticians
can impact each one of these steps by providing valu-
able insights and expertise. However, the main contri-
bution of statisticians is to ensure the consistency of
the whole chain from the definition of the goal to the
communication of results. This includes planning the
data collection to account for the representativeness of
the population, choosing suitable data pre-processing
methods whose impact on the analysis is correctly con-
sidered, selecting an analysis tool that considers both
features and limitations, choosing appropriate visual-
ization tools, and providing a critical and detailed inter-
pretation of the results.

In this sense, statisticians adapt to the emerging and
future challenges of data science assuming the role of
a big brother who ensures the statistical soundness of
the entire data processing chain. This includes opening
black boxes and understanding their insides, as recently
recalled by Brad Efron’s opinion about Artificial Intel-
ligence: “[. . . ] and I sometimes think that the AI crowd
is not critical enough – is a little too facile. The whole
point of science is to open up black boxes, understand
their insides, and build better boxes for the purposes of
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mankind” (Brad Efron, An Interview with Brad Efron
of Stanford, www.b-eye-network.com/view/9947).
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