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Abstract. Samples used in most surveys are either not large enough to guarantee reliable direct estimates for all relevant
sub-populations, or do not cover all possible disaggregation domains. After having described a holistic strategy for producing
disaggregated estimates of Sustainable Development Goal (SDG) indicators, this paper discusses alternative sampling and
estimation methods that can be applied when sample surveys are the primary data source.
In particular, the paper focuses on strategies that can be implemented at different stages of the statistical production process. At the
design stage, the paper describes a series of sampling approaches that ensure a “sufficient” sampling size for each disaggregation
domain. In this context, the article highlights the main limitations of traditional sampling approaches and shows how ad-hoc
techniques could overcome some of their key constraints. At the analysis stage, it discusses an indirect model-assisted estimation
approach to integrate data from independent surveys and censuses, eliminating costs deriving from redesigning data collection
instruments, and ensuring a greater accuracy of the final disaggregated estimates. A case study applying the abovementioned
method on the production of disaggregated estimates of SDG Indicator 2.1.2 (Prevalence of Moderate and Severe Food Insecurity)
is then presented along with its main results.

Keywords: Model-assisted and model based approaches, projection estimator, sampling accuracy, data integration, food insecurity
experience scale

1. Introduction

With the adoption of the Leave No-one Behind prin-
ciple as central pledge of the 2030 Agenda for Sustain-
able Development, the United Nations Member States
have committed to reduce inequalities and vulnerabil-
ities within their country for all Sustainable Develop-
ment Goal (SDG) targets. The SDG indicators, conse-
quently, need to be disaggregated by multiple dimen-
sions in order to monitor all relevant population groups
and geographical areas. In order to operationalize the
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overarching requirement of data disaggregation in the
development of the Global Indicator Framework, the
United Nations Statistical Commission (UNSC) spec-
ified that: “SDG Indicators should be disaggregated,
where relevant, by income, sex, age, race, ethnicity, mi-
gratory status, disability and geographic location, or
other characteristics, in accordance with the Funda-
mental Principles of Official Statistics”.

Producing high quality disaggregated estimates of
SDG indicators imposes significant challenges to Na-
tional Statistical Systems (NSSs), both in terms of data
requirements and operational complexity. With this in
mind, at its Forty-Seventh Session, the UNSC requested
the Inter-Agency and Expert Group on SDG Indicators
to form a working group (WG) on data disaggregation
aimed at developing the necessary statistical standards
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and tools to produce disaggregated data and at strength-
ening national capacities to implement them. Among
the key outputs developed so far, the WG has identified
for each target the policy priorities targeting the most
vulnerable population groups and the related main dis-
aggregation categories and dimensions for the official
SDG indicators monitoring that target.

Within this context, the Food and Agriculture Orga-
nization of the United Nations (FAO), an active member
of the WG, has recently published the Guidelines on
data disaggregation for SDG indicators using survey
data [1], which provide comprehensive methodological
and practical guidance on producing disaggregated es-
timates for the SDG indicators having surveys as their
primary data source.

The FAO Guidelines [1] promote a holistic approach
to data disaggregation, which involves the formulation
of a strategic plan for the integrated use of alternative
approaches, statistical methods and tools at different
stages of the statistical production chain. The strategic
plan foresees a set of actions that can be grouped un-
der four main pillars: (1) Actions at the strategic level
that establish the strategic choices for data disaggrega-
tion, which in turn determine the activities conducted at
the technical level. (2) Actions at the sampling design
level aimed at defining sample designs that can guaran-
tee the production of disaggregated data with controlled
quality for relevant domains. (3) Actions at the direct
estimation level to (i) measure sampling accuracy and
(ii) improve the quality of direct estimates, including
by defining auxiliary variables that can be used both
for benchmarking sampling estimates and correcting
sampling non-response. (4) Actions at the indirect es-
timation level that can be implemented when direct es-
timates perform poorly. The ultimate objective of all ac-
tions is to enable NSSs to regularly produce and dissem-
inate SDG data at a more detailed level and, eventually,
improve governments’ decision-making processes.

This paper, within the framework described in [1],
presents the main results and findings of FAO’s research
activities on data disaggregation covering actions (2)
and (4) outlined above. Section 2 describes a series of
traditional and more sophisticated sampling strategies
that ensure a “sufficient” number of sampling units for
each disaggregation domain. Section 3 addresses data
disaggregation at the analysis stage, discussing a model-
assisted indirect estimation method based on the ap-
plication of the so-called projection estimator [2]. This
method allows integrating a small survey, measuring
a target variable with a small measurement error, and
a more extensive survey, collecting variables of gen-

eral use (e.g. socio-demographic and economic auxil-
iary variables). Section 3 also presents the results of a
case study relying on the use of the projection estimator
to produce model-assisted disaggregated estimates of
SDG indicators 2.1.2 on the Prevalence of Moderate
and Severe Food Insecurity based on the Food Insecu-
rity Experience Scale (FIES). Finally, some conclud-
ing remarks and recommendations for future work are
illustrated in Section 4.

2. Planning for data disaggregation at the survey
design phase

In order to produce direct disaggregated estimates,
the selected sampling design should foresee a planned
sample size in each disaggregation domain. The pres-
ence of sampling units in all disaggregation domains
can also enhance the production of indirect estimates
through a substantial reduction of the model bias. When
members of a rare sub-population (or domain) can be
identified from the sampling frame, selecting the re-
quired sample size for the relevant domain is relatively
straightforward. In such cases, the main issue is the
extent of oversampling to employ for achieving the
targeted level of accuracy in each disaggregation do-
main [3].

Sampling and oversampling rare domains whose
members cannot be identified in advance, instead,
present major challenges. A variety of methods have
been used in these situations. In addition to large-scale
screening, these approaches include disproportionate
stratified sampling, two-phase sampling, the use of mul-
tiple frames, multiplicity sampling, and location sam-
pling. Traditional sampling techniques address data
disaggregation by oversampling or introducing deeper
stratification. More sophisticated techniques allow for
improving sampling designs by geographically spread-
ing the sample units [4] and reducing the level of clus-
tering. These approaches help reaching isolated or rare
subpopulations. In general, traditional sampling tech-
niques present a number of issues when dealing with
rare subpopulations [3]. The classification of disaggre-
gation domains could be based on their relative size
with respect to the total population [5]. The author iden-
tifies as “major domains” those comprising at least 10
per cent of the total population. For major domains, a
traditional sampling design should normally produce
reliable estimates. “Minor domains” are those contain-
ing from 1 to 10 per cent of the total population. In
these cases, special sampling approaches are needed
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Table 1
Effect on domain sample size nd due to an increase ∆ of the initial
sample size n (10000 households) by domain relative size Pd

Pd %
∆ 0.05% 1% 5% 10%

10% 5 10 50 100
50% 25 50 250 500
100% 50 100 500 1.000

Source: [1].

to ensure a sufficient sampling size. “Mini-domains”
include from 0.1 to 1 per cent of the total population,
and require the use of statistical models in order to get
reliable estimates. Finally, “rare domains”, comprising
less than 0.1 per cent of the total population, cannot be
handled with survey sampling methods.

Issues also arise with populations that are hard to
reach or elusive (such as the irregular workers, the
homeless, the migrants, or nomadic populations) [6].
For example, in designing a survey for pastoral activi-
ties in developing countries we would need to collect
data on nomadic populations, which can be very hard
to locate [7]. New approaches recently developed in
the sampling literature allow some of the abovemen-
tioned problems to be overcome. These methods are,
for instance, indirect or multisource sampling [8–11]
or marginal stratification sampling [12,13]. These ap-
proaches are extensively discussed in the FAO Guide-
lines [1] and summarized in Sections 3.1 and 3.2 of this
paper.

2.1. Traditional sampling techniques to address data
disaggregation

2.1.1. Oversampling
With oversampling, a larger size of the overall origi-

nal sample is defined. This, in turns, results in a larger
sample size at the domain level. If the initial sample
size n is augmented by a proportion ∆, this is expected
to have an impact on the increase of the domain sample
size equal to n∆Pd, where Pd = Nd/N is the relative
size of the domain d. Table 1 represents the expected in-
crease in the domain sample size nd due to a percentage
increase ∆ in the overall sample size of 10.000 house-
holds by different subpopulation proportions. Table 1
shows that oversampling may be useful when dealing
with major domains [5]. On the other hand, this ap-
proach is not ideal, and potentially unsustainable, when
dealing with minor, mini and rare domains. In addition,
when the disaggregation domain is not planned at the
sampling design stage, the result of oversampling is
uncertain, as the domain sample size achieved may be

Table 2
Sample size n needed to guarantee the minimum threshold n∗

d for
different values of the subpopulation proportion Pd

% Pd

n∗
d 0.05% 1% 5% 10%

30 62.000 31.000 6.200 3.100
50 102.000 51.000 10.200 5.100
100 202.000 101.000 20.200 10.100

Source: [1].

different from the expected one. Table 2 illustrates the
overall sample size n needed to guarantee the mini-
mum acceptable size n∗d, for different values of n∗d and
the subpopulation proportion Pd. It can be seen that,
in order to achieve the required n∗d for rare subpopula-
tions (Pd 6 1%), the overall sample size would need to
be way too large and substantially unfeasible for most
surveys conducted at national level.

2.1.2. Deeper stratification
Stratifying by disaggregation domain is the tradi-

tional strategy adopted to control the sample size nd
at the sampling design stage. This implies including
the domain-membership variables γdi (with γdi = 1 if
i ∈ Ud and γdi = 0 otherwise, where Ud represents do-
main d) among those to be used for the stratification. In
many practical situations, however, cross-classification
of the stratification variables is not feasible because it
requires selecting a number of sampling units that is at
least approximately as large as the product of the num-
ber of categories of the stratification variables. More-
over, to obtain unbiased estimates of the sampling vari-
ance, at least two units per stratum should be selected.
Cochran [14] illustrates this problem well, giving a clear
example of an unfeasible cross-classification design.
A combination of explicit and implicit stratification is
often used in surveys to consider additional variables
that cannot be considered in standard stratification. In
the case of major non-planned domains, implicit strati-
fication can facilitate estimation. Falorsi and Righi [12]
describe optimal sampling strategies with a priori (un-
certain) information on the rare population rate in the
strata. This strategy leads to the least expensive solution
by oversampling only the strata with an expected larger
amount of the rare subpopulation.

2.1.3. Multiphase sampling with a screening of
respondents

The strategy based on a deeper stratification requires
the availability of the domain variables γdi in the sam-
pling frame for the target population. This can normally
be the case for geographical variables, but in general
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not for many other disaggregation variables such as the
income quintile, the migratory or indigenous status, etc.

A traditional sampling strategy to overcome this
problem is to select a first-phase sample S(1) of size
n(1). Finally, the membership variables γdi are col-
lected from the sampling units of S(1). Then, a strat-
ified sample S(2) is selected to guarantee the planned
final sample sizes nd(d = 1, . . . , D). Since a very large
screening sample size is needed to generate an adequate
domain sample size when one (or more) of the domains
of interest is a rare population, the cost of screening
becomes a major concern. Several strategies can be em-
ployed to contain survey costs [3]: (i) use an inexpen-
sive mode of data collection, such as telephone or web
interviewing systems, for the screening; (ii) allow the
collection of screening information from units not in-
cluded in the screening sample; and (iii) select a large
sample size in each cluster to increase efficiency, when
screening is carried out through face-to-face interview-
ing in a multistage design.

2.2. Alternative sampling techniques to address data
disaggregation

2.2.1. Marginal stratification designs
The literature on sampling designs provides various

methods to keep under control the sample size in all
categories of the stratifying variables without using a
cross-classification design. These methods are gener-
ally referred to as multi-way stratification techniques
and have been developed under two main approaches:
(i) the Latin Squares or Latin Lattices schemes [15];
and (ii) controlled rounding problems via linear pro-
gramming [16]. Both approaches present drawbacks
that have limited the use of multi-way stratification
techniques as a standard solution when planning sur-
vey sampling designs in real survey contexts. The main
weakness of the linear programming approach is its
computational complexity. The sampling strategy pro-
posed below, based on balanced sampling, does not
suffer from the disadvantages of the abovementioned
methods and grants control over the sample size of
various disaggregation domains of interest, defined by
different partitions of the reference population. Fur-
thermore, it guarantees that the sampling errors of do-
main estimates are lower than a predefined threshold.
To define the balanced sampling in the design or model-
assisted approach, let us introduce the general definition
of sampling design as a probability distribution p(·) on
the set S of all samples S from population U . Let xi
be a vector of auxiliary variables x available for each

population unit. The sampling design p(S), with inclu-
sion probabilities π = {πi : i = 1, . . . , N}, is said to
be balanced with respect to the auxiliary variables if
and only if it satisfies the following balancing equation:∑

i∈S

xi
πi

=
∑
i∈U

xi,∀S ∈ S (1)

such that p(S) > 0. Let us suppose that a vector of
inclusion probabilities π, consistent with the marginal
sampling distributions nd(d = 1, . . . , D) is available,
i.e. ∑

i∈U
πiγdi = nd(d = 1, . . . , D), (2)

where D represents the total number of domains for
which disaggregated data must be produced. Multi-
way stratification designs are a special case of balanced
designs, where for unit i, the auxiliary variable vector
is given by

xi = πiγi (3)

where γi is the D vector of domain membership vari-
ables γi = (γ1i, . . . , γdi, . . . , γDi)

′.
When defining the vector xi as in Eq. (3), if the con-

dition expressed in Eq. (2) holds, the selection of sam-
ples satisfying the system of balancing Eq. (3) guaran-
tees that the nd values are non-random quantities.

The left-hand side of the balancing Eq. (1) is∑
i∈S

xi
πi

=
∑
i∈U

πi
πi
γdi =

∑
i∈U

γdiλi = nd.

(d = 1, . . . , D)

where λi = 1 if i ∈ S, and 0 otherwise.
The right-hand side of the balancing equation is∑

i∈U
xi =

∑
i∈U

πiγdi = nd(d = 1, . . . , D).

Tillé [17] proposes the cube method that allows for
the selection of balanced (or approximately balanced)
samples for a large set of auxiliary variables and with
respect to different vectors of inclusion probabilities. In
particular, Deville and Tillé [18] show that with xi vec-
tors satisfying expression Eq. (3), the balancing equa-
tion in Eq. (1) is fully satisfied. The cube method is im-
plemented via an enhanced algorithm for large datasets
available in a free software code [19].

It is important to notice that balanced sampling pro-
vides the basis to define broad classes of sampling de-
signs. For example, stratified sampling designs require
that:

D∑
d=1

γdi = 1,
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Table 3
Example of marginal stratification design: Selected municipalities
and sample of individuals in each cross-classification cell

Place of residence by
degree of urbanization

Region Rural
Urban, non-
metropolitan Metropolitan

Total
sample

Region 1 1 (305) 0 1 (150) 2 (500)
Region 2 1 (75) 1 (175) 0 2 (250)
Region 3 0 1 (20) 1 (80) 2 (100)
Region 4 1 (80) 0 1 (70) 2 (150)
Total sample 3 (505) 2 (195) 3 (300) 8 (1.000)

Source: [1].

and each Ud is referred to as a stratum. Section 3.5.4
of the FAO Guidelines [1] illustrates how to carry out
marginal stratification designs for the two-stage or two-
phase sampling designs, which are the most commonly
adopted strategies in real survey contexts. Table 3 gives
an example of how marginal stratification designs allow
selecting a sample to separately produce estimates at
the regional level and by degree of urbanization (rural,
urban (non-metropolitan), metropolitan). The example
considers a sample of 1000 individuals divided in 8
municipalities.

2.2.2. Indirect sampling
In any conventional survey, random selection of the

sample requires an updated list that records all individ-
uals eligible for the survey (and only them), each identi-
fied by a label. This perfect list, i.e. the sampling frame,
is used to identify the elements of the target population.
When the sampling frame is available, a crucial statisti-
cal issue is the assessment of the coverage actually pro-
vided by this list of the target population. A sampling
frame is perfect when there is a one-to-one mapping
of frame elements to target population elements. How-
ever, in the statistical practice, perfect frames seldom
exist, and problems always arise disrupting the ideal
one-to-one correspondence. For example, the sampling
frame might suffer from either under-coverage or over-
coverage. There is under-coverage when the available
frame is incomplete, because it includes only part of
the target population, and the missing elements cannot
appear in any sample drawn for the survey. On the other
hand, there is over-coverage when the sampling frame
contains duplications of the same units or units that are
not included in the target population. However, there
may also be frame imperfections of other kinds: for ex-
ample, in certain circumstances, a frame of the desired
collection units may not be available, but rather another
frame of units linked to the list of units of interest. Also,
although a frame may be available, in a dynamic envi-

Fig. 1. Example of links between a frame of households and the
target population of agricultural holdings in the household sector
(Source: [9]).

ronment it quickly becomes outdated, thus representing
a situation that might be rather different from reality.
In order to address this problem, the following strategy
may be adopted: selecting the units from the population
with the available frame, the units of the other popula-
tions are indirectly surveyed exploiting their links with
the units of the first population. Thus, as it would occur
with an indirect sampling approach, the other popu-
lations can be considered sampled from an imperfect
frame, i.e. the frame referring to the first population.
Frame imperfections will also be considered in the ob-
servation of the first population. Figure 1, taken from
the FAO Guidelines on the Integrated Survey Frame-
work [9], illustrates the links in the case of a farm sur-
vey when only a list of households, derived from the
last census, is available. In practice, the links do not
have to be known in advance as the enumerator obtains
this information during the data collection phase. For
instance, consider that in Fig. 1, the enumerator who
interviews individuals A and B of Household H1 iden-
tifies two links between Household H1 and Farm F1. In
addition, links with Farm F1 can also be identified by
the enumerator interviewing individual E in Household
H2. Hence, Farm F1 may be identified by a total of
three links, each of which can be detected during the
data collection. This is an example of the concept of
multiplicity discussed below. To identify these links,
survey questionnaires must be appropriately structured.
The FAO Guidelines on the Integrated Survey Frame-
work [9] illustrate the modules and operational rules
for applying indirect sampling in agricultural surveys.
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It should be noted that, in its simplest formulation,
indirect sampling may fail the goal of ensuring that a
sufficient sample size is attained. The problem comes
from the nature of indirect selection itself: the final
sample size on the target population based on a sample
selected from a sampling frame referred to another pop-
ulation is difficult to predict. [13] proposes a solution to
this problem that minimizes the sampling cost, ensuring
a predefined estimation precision for the variables of
interest. The method is specified for different contexts
characterizing the information on the links available
at the sampling design stage, ranging from situations
where the relations among units are known at the design
phase to conditions where there is limited information
on the links. Moreover, adaptive cluster-sampling, a
particular variant of indirect sampling [10], is a pow-
erful tool to reduce the cost of screening for rare sub-
populations when information on households’ neigh-
borhoods is available. The efficiency gains of adaptive
cluster sampling result from screening fewer house-
holds for the same number of homes as would be iden-
tified had adaptive cluster sampling not been used. A
version of the methodology has been used in several Eu-
ropean countries as part of the Second European Union
Minorities and Discrimination Survey [20].

2.2.3. Multisource sampling
Multisource sampling is another useful approach

when dealing with imperfect frames, in particular, when
the target population is defined by the combination of
two or more frames. A relevant example here is that of
agricultural surveys covering holdings in the household
and non-household sector. In some circumstances, some
of the holdings may fall under two different frames, that
of the household sector and that of businesses that are
legal entities.

Considering two partially overlapping frames A and
B, if a sample SA is selected from frame A and an inde-
pendent sample SB is selected from frame B, the units
in the intersection A ∩B of the two sources can be ob-
served in both samples. [21] proposes a methodological
approach that extends the use of indirect sampling [9]
to the production of integrated estimates on more than
one target population, in the context of multiple frame
surveys [11]. The techniques proposed are relatively
flexible. Furthermore, under rather general conditions,
they enable the production of unbiased statistics, thus
overcoming most of the problems caused by imperfect
sampling frames. These two approaches can be com-
bined through the concept of multiplicity, first intro-
duced by Birnbaum and Sirken [22] in their presenta-

tion of network sampling as a strategy for surveying
rare or elusive populations. Also known as multiplicity
sampling or snowball sampling, this is a link-tracing
sampling procedure in which a sample is obtained by
following existing links from one respondent to an-
other. This sampling methodology applies, for example,
in estimating the country-prevalence of a rare disease,
when a frame that fully represents the target population
is not available. Selection units and target units may
either coincide, be related or be unrelated, according
to a one-to-many linkage rule. Thus, for each target
unit, multiplicity is defined as the number of selection
units linked to it, and a multiplicity adjusted estimator
is suggested. In indirect sampling, the notion of multi-
plicity is essentially the same, except that a many-to-
many linkage pattern can be considered. To adjust for
possible data duplication at the estimation stage, the
Generalized Weight Share Method (GWSM) is recom-
mended to provide an estimation weight for each target
unit in the selected sample [9,23]; in fact, this is a mul-
tiplicity adjustment. On the other hand, in the context of
multiple frames surveys, multiplicity is defined as the
number of frames from which a unit can be selected.

3. Addressing data disaggregation at the analysis
stage

3.1. The projection estimator

At the analysis stage, data disaggregation can be ad-
dressed by adopting indirect estimation approaches1

coping with the little information available for so-called
small domains and borrowing strength from additional
domains. The indirect estimators allow producing esti-
mates of a parameter of interest for a given estimation
domain, by integrating sample data pertaining to that
domain with additional information coming either from
different domains or alternative data sources. In par-
ticular, the integrated use of different data sources of-
fers a powerful approach for achieving the desired level
of disaggregation while preserving estimates accuracy.
Typical data sources that could be integrated with data
from a particular household and/or agriculture survey

1The term “indirect” estimation refers to completely different
strategies and approaches than those related to “indirect” sampling
methods discussed in Section 2.2.2. Indirect sampling methods are
designed to plan and draw samples for a given target population, re-
lying on the links that its units share with those of another population
for which a good sampling frame is available.
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Fig. 2. Implementation of the projection estimator (Source: [1]).

are other surveys, censuses, administrative registers,
geospatial information and big data.

Indirect estimation approaches range from model-
based to model-assisted approaches. Among the various
methods available to produce indirect estimates, this
paper uses a model-assisted approach based on the so-
called “Projection estimator” [2]. The method (Fig. 2)
allows integrating data from two independent sample
surveys – or a sample survey and a census – where
the first survey is characterized by a large sample A1,
but only collects auxiliary information or variables of
general use (e.g. socio-economic variables), while the
second survey has a smaller sample A2 but collects in-
formation on the target variable y (e.g. food insecurity),
along with the same set of auxiliary variables available
in A1. In this statistical setting, the total of variable y
in the disaggregation domain d can be obtained as

ŶPR,d =
∑
i∈A1

wi1m(xi; β̂)γdi, (4)

where wi1 is the sampling weight of unit i in survey
A1, m(xi; β̂) is the predicted value of the y variable
with the regression parameter β̂ estimated from survey
A2, and γdi is the domain membership variable, i.e. a
dummy variable taking value 1 if unit i belongs to the
d-th domain.

This method can be adopted in a great deal of pos-
sible empirical situations relevant to data disaggrega-
tion. As a matter of fact, most countries have at least
one large-scale survey collecting general-use variables,
such as censuses, household surveys, but also adminis-
trative registers. On the other hand, some of the target
variables to be disaggregated in the context of the SDGs
are too costly to be measured with a large-scale survey.
In these circumstances, a possible solution could be to
measure the phenomenon of interest using a small-scale

survey and then improve estimates accuracy by means
of a working model relying on auxiliary information
collected through a larger-scale survey. The only two
requirements to be satisfied for the implementation of
this approach are that the two surveys must share the
same set of auxiliary variables used to fit the regression
model, and that these are good predictors of the vari-
able of interest. This approach allows disaggregating
the indicator of interest by dimensions not included in
the small survey (e.g. indigenous status, even if only
collected on the large sample). Furthermore, integrating
a small sample from a non-official source with a larger
one from an official national survey, strongly increases
the consistency of the disaggregated SDG indicators
with the official disseminated statistics. For instance,
this allows obtaining identical population totals for sex
and age or regions.

In many cases, SDG indicators based on survey data
present the following functional form:

Rd =
Yd
Zd

where

Zd =

N∑
i=1

ziγdi,

zi being the value of the variable z on unit i, where
the variable z is observed in the survey A1. In all these
cases, the projection estimator can also be expressed in
the form of the ratio:

R̂PR,d =
ŶPR,d

Ẑd

(5)

where ŶPR,d is defined in Eq. (4) and

Ẑd =
∑
i∈A1

wi1ziγdi
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is the direct estimate of the total Zd from the survey
A1. When zi = 1, expression Eq. (5) provides the pro-
jection estimator of a proportion. In order to study the
asymptotic properties of estimator Eq. (5), we consider
its linear approximation, given by the first order terms
of Taylor’s series approximation:

R̂PR,d = Rd +
1

Zd (6)
×[(Ŷp,d − Yp,d)−Rd(Ẑd − Zd)] + od

where oi is a rest of minor order. Starting from Expres-
sion Eq. (6) and considering the variance formulation
in [2] it can be shown that the sample variance of R̂PR,d

can be expressed as

Var(R̂PR,d) = Var

(∑
i∈A1

wi1tdi

)
(7)

+ Var

(∑
i∈A2

wi2[yi −m(xi;β0)]

)
with β0 denoting the estimate of β when observing the
entire population, i.e. the estimation that we would get
using census data and tdi is the Woodruff transforma-
tion [24]:

tdi =
1

Zd
γdi[m(xi;β0)−Rdzi].

We can derive a plug-in asymptotically unbiased
estimator of Var(R̂PR,d) by substituting the super-
population value β0 with the estimate β̂, as reported
below:

V̂ ar(R̂PR,d) = V̂ ar

(∑
i∈A1

wi1t̂di

)
+ V̂ ar

(∑
i∈A2

wi2[yi −m(xi; β̂)]

)

where V̂ ar(·) denotes the sampling estimate of Var(·),
and

t̂di =
1

Ẑd

γdi[m(xi; β̂)− R̂p,dzi].

This extension of the basic approach presented in [2]
allows adopting the projection estimator for many
FAO-relevant SDG Indicators, such as: SDG Indicator
2.1.1: Prevalence of Undernourishment; SDG Indica-
tor 2.1.2: Prevalence of moderate or severe food inse-
curity in the population based on the Food Insecurity
Experience Scale (FIES); SDG Indicator 2.3.1: Vol-
ume of production per labour unit by classes of farm-
ing/pastoral/forestry enterprise size; SDG Indicator
2.3.2: Average income of small-scale food producers,

by sex and indigenous status; SDG Indicator 5.a.1.a
(Percentage of people with ownership or secure rights
over agricultural land (out of total agricultural popu-
lation), by sex) and 5.a.1.b. (share of women among
owners or rights-bearers of agricultural land, by type of
tenure). The list of SDG Indicators under the custodian-
ship of FAO and their definitions are presented in [25]
in details.

The approach based on the projection estimator al-
lows producing cross-tabulations of the variable of in-
terest (y) also for disaggregation domains not originally
included in the data collection instrument used to get
A2 (sample providing information on y). For example,
let us assume to be interested in estimating a parameter
related to y, disaggregated by indigenous status. Let
us also assume that the information on the indigenous
status of respondents is not available in A2, but only in
A1. By projecting the values of y onA1, it is possible to
use the auxiliary information on the indigenous status
to estimate the parameter of interest considering this
disaggregation dimension.

Finally, it is important to stress that the projection es-
timator is a very flexible tool. Practitioners in National
Statistical Offices and international organizations can
adopt this approach for the integration of survey data
with different data sources such as censuses, adminis-
trative records, and/or geospatial information. In addi-
tion, if model fitting is of sufficient quality, predicting a
variable of interest on the sample of a more extensive
survey from which most national official statistics are
produced, allows improving estimates’ consistency.

3.2. An empirical application

The projection estimator was adopted to produce
disaggregated estimates of SDG Indicator 2.1.2 on the
Prevalence of Moderate and Severe Food Insecurity
based on the FIES using the following data sources:

– Large sample – The Malawi’s Fourth Inte-
grated Household Survey (IHS4) 2016–17: The
Household Integrated Survey (HIS) is imple-
mented by the National Statistical Office (NSO)
of Malawi every three years to monitor and evalu-
ate the changes in the living conditions of Malaw-
ian households. In particular, the IHS4 is the
fourth full survey conducted under the umbrella
of the World Bank’s Living Standard Measure-
ment Study – Integrated Surveys on Agriculture
(LSMS-ISA), and was fielded from April 2016 to
April 2017. The IHS4 collected information from
a sample of 12,480 households statistically de-
signed to be representative at national, district, and
urban/rural levels.
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Table 4
Auxiliary variables to implement the projection estimator

Variable Description Categories
Agecat Age class of household

member
agecat_1: 15–24
agecat_2: 25–49
agecat_3: 50:64
agecat_4: 65 and above

Educat Level of education of
household member

educat_1: completed elementary education or less (up to 8 years of basic education)
educat_2: completed secondary/three-year tertiary education and some education beyond secondary
(9–15 years of education)
educat_3: completed four years of education beyond high school and/or with a four-year college degree

Empcat Employment status of
household member

empcat_0: unemployed, out of workforce
empcat_1: employed (full-time for an employer; full-time for self; part-time, wants full-time;
part-time, does not want full-time)

Female Sex of household
member

female_0: Male
female_1: Female

Inccat Income quintile of
household member

Inccat_1: Poorest 20%
Inccat_2: 21%–40%: Second 20%
Inccat_3: 41%–60%: Middle 20%
Inccat_4: 61%–80%: Fourth 20%
Inccat_5: Richest 20

Rural Geographic location of
household

rural_0: Urban
rural_1: Rural

sizeHH Household size from 1 to 15 (GWP)
from 1 to 17 (IHS4)

– Small Sample – The Malawi FIES individual
module collected through the Gallup World Poll
(GWP) – 2016.2 The FIES survey module collects
information on the difficulties that adult mem-
bers of the household (individuals over the age of
15) face in accessing food, through annual nation-
ally representative surveys with a sample size of
approximately 1,000 individuals. In the case of
Malawi, the FIES module was translated in the
two local languages (Chichewa and Chitumbuka)
to make sure that the intended meaning of each
question was rightly expressed. The Gallup dataset
for 2016 includes a sample of 1000 individuals
divided in 125 primary sampling units. For this
study, a scientific use file of the GWP dataset was
accessed from the Food and Agriculture Microdata
Catalogue of FAO.

Indicator 2.1.2 provides internationally comparable
estimates of the proportion of the population facing
moderate or severe difficulties in accessing food. The
Food Insecurity Experience Scale produces a measure
of the severity of food insecurity experienced by indi-
viduals or households, based on direct interviews. Smith
et al. [26] studied determinants of food insecurity in the
world and considered a list of variables collected in the
GWP dataset that include: (1) demographic character-

2In 2014, the FAO started collaborating with the Gallup Inc. to
implement the FIES module in over 150 countries.

istics; (2) social capital characteristics; (3) economic
characteristics; (4) country characteristics (such as un-
employment rate, gross domestic product per capita,
etc.). Among this list of relevant variables, information
on age (agecat), sex (female), income (inccat), educa-
tion level (educat), employment status (empcat) and
size of households (sizeHH) were available in both sur-
veys. Table 4 provides details on the auxiliary variables
available in both datasets. It is important to note that, in
order to implement the projection estimator, variables
in the two datasets had to be recoded in order to share
common definitions.

3.3. Steps for the implementation of the projection
estimator

The main operational steps to implement the projec-
tion estimator can be summarized as follows:

1. Identifying and recoding auxiliary variables.
The implementation of the projection estimator
requires the availability of the same set of auxil-
iary variables in the two surveys to be integrated.
These variables also need to share common struc-
ture and definitions.

2. Definition of the function m(., .) and estima-
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Fig. 3. Level of importance of the auxiliary variables for moderate or severe food insecurity.

tion of projection parameters in the small
sample. The selection of the functional form for
the link function m(., .) to estimate the projection
parameters heavily relies on the type of variable
y considered (e.g. scale, nominal, dichotomous).
After fitting the model, a relevant issue is that of
verifying its assumptions and performance based
on the selected model type – ordinary regres-
sion, generalized linear regression, etc. However,
it should be noted that, being a model-assisted ap-
proach, in this setting the working model has only
the role of allowing the use existing auxiliary in-
formation in order to improve estimates accuracy,
and not that of explaining the phenomenon of in-
terest. Indeed, the estimation process is entirely
based on the inferential properties of the survey’s
sample design. [2] demonstrates that the projec-
tion estimator is unbiased if the model m(., .) in-
cludes the domain membership variables among
the predictors or if the model residuals are in-
dependent of the domain membership variables.
In those cases, a “good model” has mainly the
role of controlling estimates’ variance, while their
unbiasedness is ensured by the sampling design.

3. Computation of synthetic values. Using the es-
timated projection parameter, the synthetic val-
ues of the variable of interest are computed in
the large dataset. This in turn, allows producing
indirect disaggregated estimates of the indicator
of interest.

4. Assessment of estimates accuracy. After pro-
ducing synthetic estimates, their accuracy can be
assessed estimating their variance, coefficient of
variation and confidence intervals.

Step 1: Identifying and recoding auxiliary variables
Proper identification of the auxiliary variables xi in

the small survey is a crucial step to ensure the quality
of the projection estimator. In this context, the use of
variable selection methods are helpful when there are
many potential auxiliary variables, although in some
cases problems of multicollinearity could increase the
complexity of this task. The literature on variable se-
lection approaches is very rich. Ryan [27] and Har-
rell [28] provide a comprehensive summary of the com-
mon methods used for the selection of auxiliary vari-
ables in regression models.

Despite the availability of a relatively small number
of auxiliary variables common to the two datasets, this
paper illustrates the use of the Boruta feature selection
method, proposed in Kursa and Rudnicki [29], using
a wrapper approach built around a random forest clas-
sifier [30]. In Boruta, the random forest used to fit the
data follows a “greedy search” approach, i.e. it evalu-
ates all the possible combinations of features against the
established evaluation criterion (Mean Decrease Accu-
racy). In the process, Boruta iteratively compares the
importance of each auxiliary variable against the impor-
tance of their shadow features, which are randomized
versions of the original variables obtained by shuffling
their values.

Figure 3 reports the output of the Boruta feature se-
lection process, in which a series of boxplots in dif-
ferent colors represent the scores of the rejected (red –
unimportant), tentative (yellow) and confirmed (green
– important) auxiliary variables. The figure also shows,
the shadow features (blue boxplots) identified by the
algorithm. Tentative variables are those for which the



P.D. Falorsi et al. / Alternative methods for disaggregating SDG indicators using survey data 621

Boruta feature selection method could not indicate a
clear decision concerning their relevance, as their im-
portance level was not significantly different from their
best shadow feature.

All the levels of auxiliary variables identified as im-
portant by Boruta have been used to fit a logistic regres-
sion on the probability of being moderately or severely
food insecure. In addition, all the relevant dimensions
for data disaggregation (sex, age, income, rural/urban)
are included in the regression model, in order to increase
the unbiasedness of the projection domain estimator.

Step 2: Definition of the function m(., .) and estima-
tion of projection parameters in the small sample

Let us indicate with p̂ms,i the probability of being
moderately or severely food insecure for the i-th indi-
vidual in the small sample. The “hat” symbol indicate
that this probability was estimated using GWP data col-
lected with the FIES individual module. Since p̂ms,i

was concentrated around few values in the [0, 1] in-
terval, the probability was recoded into a dummy vari-
able yms,i such that: yms,i = 1 if p̂ms,i > 0.5, and
yms,i = 0 otherwise.

This choice allowed estimating the projection pa-
rameters β̂, to be used for predicting the value of the
variable of interest in the large survey, with a weighted
multivariate logistic regression.3

Then, the yms,i values were modeled with a multi-
variate logistic function of the set of discrete categorical
auxiliary variables x′i = (1, xi1, xi2, . . . , xik):

P (yms,i = 1|xi) = m(xi;β)

=

exp(βms,0 + βms,1xi1 + βms,2xi2
+ . . .+ βms,kxik)

1 + exp(βms,0 + βms,1xi1 + βms,2xi2
+ . . .+ βms,kxik)

,

with β = (βms,0, βms,1, βms,2, . . . , βms,k).
Step 3: Computing the synthetic values in the large

sample
Having obtained the estimates β̂ = (β̂ms,0, β̂ms,1,

β̂ms,2, . . . , β̂ms,k) of the parameters β with standard
statistical tools the predicted probabilities are given by

P̂ (ŷms,i = 1|xi)

=

exp(β̂ms,0 + β̂ms,1xi1 + β̂ms,2xi2
+ . . .+ β̂ms,kxik)

1 + exp(βms,0 + βms,1xi1 + βms,2xi2
+ . . .+ βms,kxik)

3Initially, the dependent variables were grouped into three cate-
gories and an ordinal regression model was implemented. However,
the greater complexity of the estimation approach was not compen-
sated by a significant improvement of the performance of the model.

Table 5
Projected versus direct estimates of the probability of being moder-
ately or severely food insecure (prob.ms). Estimates, Coefficients of
variation (CV), and lower (L_CI) and upper (U_CI) bounds of 95%
confidence intervals

prob.ms CV (%) L_CI U_CI
IHS4∗ Total 0.91 1.2 0.89 0.93
GWP∗∗ 0.91 1.3 0.89 0.93
IHS4 Female 0.91 1.4 0.88 0.93
GWP 0.90 1.5 0.89 0.94
IHS4 Male 0.91 1.9 0.87 0.94
GWP 0.91 2.0 0.87 0.94
IHS4 Rural 0.93 1.2 0.90 0.95
GWP 0.92 1.3 0.90 0.94
IHS4 Urban 0.81 5.7 0.73 0.92
GWP 0.82 5.9 0.74 0.93
IHS4 15–24 0.91 2.0 0.87 0.94
GWP 0.89 2.1 0.85 0.93
IHS4 25–49 0.91 1.6 0.88 0.93
GWP 0.92 1.6 0.89 0.95
IHS4 50–64 0.87 3.6 0.82 0.94
GWP 0.90 3.5 0.84 0.96
IHS4 65+ 0.97 1.6 0.94 1.0
GWP 0.98 1.7 0.95 1.0
IHS4 Inc_1 0.96 1.5 0.94 0.99
GWP 0.97 1.5 0.94 1.0
IHS4 Inc_2 0.96 1.5 0.93 0.99
GWP 0.96 1.6 0.93 0.99
IHS4 Inc_3 0.97 1.1 0.95 0.99
GWP 0.97 1.1 0.95 0.99
IHS4 Inc_4 0.89 3.6 0.82 0.95
GWP 0.88 3.7 0.82 0.94
IHS4 Inc_5 0.74 3.8 0.68 0.80
GWP 0.76 3.8 0.71 0.82

∗IHS4: Small data set – Malawi Fourth Integrated Household Survey
– 2016/17. ∗∗GWP: Large data set – Malawi FIES module collected
through the GWP – 2016.

Using the P̂ (ŷms,i = 1|xi), values we can obtain the
projection estimator:

ŶPR,ms,d =
∑
i∈A1

wi1P̂ (ŷms,i = 1|xi)γdi

for the total in the target population, and

R̂PR,ms,d =

∑
i∈A1

wi1P (ŷms,i = 1|xi)γdi∑
i∈A1

wi1γdi

for the proportion in the target population.
After fitting the working model, their assumptions

and performance were assessed. A common approach
adopted to deal with binary responses is the Hosmer and
Lemeshow’s goodness of fit test [31]. According to this
method, the model fits well when there is no significant
difference between the model and the observed data
(i.e. the p-value is above 0.05). However, most general
methods to assess inference in case of independent and
identically distributed variables can be misleading when
applied to samples obtained with complex sampling
designs. Hence, for this study the F-corrected Wald test
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was adopted, as suggested in [32], which indicated an
overall good fit provided by the working model (p-value
= 0.414).

Step 4: Disaggregated estimates and the assessment
of their accuracy

Estimates, standard errors and confidence intervals
have been calculated for the relevant disaggregation
dimensions (e.g. by sex, age, income and urban/rural
area). The main empirical results are presented in Ta-
ble 5. The comparison of projected versus direct es-
timates in terms of their coefficient of variation (CV)
and Confidence Intervals (CI) shows that the former has
a better (or at least equal) accuracy than the latter in
almost all cases.

4. Conclusions and recommendations

After proposing an holistic approach to address data
disaggregation, this paper provides a review of alterna-
tive methods for producing disaggregated estimates of
SDG indicators having sample surveys as their primary
data source. In particular, the article discusses methods
to produce direct and indirect disaggregated estimates
of SDG indicators and presents an empirical case study
based on an extension of the projection estimator [2].

When addressing data disaggregation at the design
stage, weighting sample-domain data allows comput-
ing direct domain-sampling estimates. In this context,
the direct estimation of a parameter of interest is only
possible when a sufficient number of sampling units
is available in each disaggregation domain. Sampling
designs for data disaggregation should ensure a planned
sample size for each disaggregation domain included
in the disaggregation plan. This action, on one hand,
allows the computation of direct estimates, and on the
other, support the production of more accurate indi-
rect estimates by substantially reducing their bias. The
article reviews various approaches that survey statis-
ticians can rely on to improve sampling designs for
data disaggregation. Traditional sampling techniques
address this topic by leveraging oversampling, screen-
ing or a deeper stratification. However, these solutions
may be too costly and difficult to implement in practi-
cal circumstances. New sampling approaches (such as
marginal stratification sampling, indirect sampling or
multisource sampling) allow for some of the abovemen-
tioned problems to be overcome without excessively
increasing survey costs. They also enable sampling of
rare or hard-to-reach populations.

With respect to data disaggregation at the analysis
stage, the herein discussed model-assisted indirect esti-

mation approach allows several interesting and relevant
empirical applications for the production of disaggre-
gated data for SDG (and other) indicators. In particular,
most countries can normally rely on auxiliary variables
provided by large-scale surveys, censuses, administra-
tive records, or geospatial information. In this context,
some of the target phenomena for SDG monitoring and
data disaggregation are often too costly or complex
to be incorporated in large-scale data collection cam-
paigns. The approach described in this paper, based on
an extension of the approach proposed in [2], allows
measuring the variable of interest with a small-scale
survey, by using the parameters of a regression-type
working model that links this variable to a set of aux-
iliary variables. Based on these parameters, the values
of the target variable can be predicted on a larger-scale
data source collecting the auxiliary information used
to fit the model. Reliance on a larger sample helps in-
crease the accuracy of the disaggregated estimates and
allows considering disaggregation domains that are not
available in the small survey. In addition, predicting a
variable of interest on the sample of a more extensive
survey from which most national official statistics are
produced, allows improving estimates’ consistency. Be-
ing a model-assisted approach, despite a good model
fitting would allow increasing estimates efficiency, the
proposed method is robust to wrong specifications of
the model. Finally, it is also important to highlight that
the proposed strategy could be easily extended to other
empirical contexts where, instead of integrating two in-
dependent surveys, the small survey could be integrated
with auxiliary information coming from other types of
data sources, such as censuses, administrative registers,
and/or earth observation data.
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