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Abstract. Micro data linking (MDL) has become an important cornerstone in the production of new statistical insights. MDL
is now widely acknowledged as a strategic activity to avoid increasing the respondent burden when meeting new user demands
on e.g. globalisation. MDL is a strong method in combining micro data on individual entities such as enterprises, people or in a
combination of both (Linked Employer-Employee Data). MDL is one of the most powerful methods to answer urgent questions on
emerging policy or research topics such as the interconnectedness of the economies and its consequences for jobs, income and
growth. Not only for national purposes, where economic behavior and dynamics by enterprises can be expressed in terms of job
dynamics, income and welfare for its citizens, but also from an international perspective where consistent and coherent indicators
play an important role. Firstly, the article addresses the central role of the Business Register for any MDL approach related to
business statistics; secondly the current official statistics based on MDL such as Trade by Enterprise Characteristics (TEC) are
described. Thirdly, the most common use of MDL in terms of producing experimental statistics are described, including linked
employer-employee data (LEED).
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1. Introduction

Micro data linking, also sometimes called data fu-
sion at micro level, has become an important corner-
stone in the production of new statistical insights, both
for national and international purposes. MDL is now
widely acknowledged as a strategic activity for both
NSIs and international statistical organisations to avoid
increasing the respondent burden when meeting new
user demands on e.g. globalisation. Micro Data Linking
(in short MDL) is a strong method in combining micro
data on individual entities such as enterprises, people
or a combination of both (Linked Employer-Employee
Data).

MDL has become one of the most powerful methods
to respond in a timely manner to urgent questions on
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emerging policy or research topics such as the intercon-
nectedness of economies and its consequences for jobs,
income and growth. MDL provides an opportunity to
create new information and to develop new statistics
and indicators both with existing data sets and indeed,
new data collections. A further advantage of MDL is
the possibility of producing tailor-made statistics with
a higher degree of granularity than is typically the case
in normal statistical production. Not only for national
purposes, where economic behavior and dynamics by
enterprises can be expressed in terms of job dynam-
ics, income and welfare for its citizens [1,2], but also
from an international perspective where consistent and
coherent macroeconomic indicators play an important
role in international relations between nations [3].

It all starts with not only having the statistical in-
frastructure such as a Business or Population Register
containing unique identification numbers in place. It
also requires the technical means and abilities to link
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all kinds of data at the level of the entities under study
(whether an enterprise, enterprise groups and other le-
gal constructs, or even individuals). Finally, a mandate
within society to match detailed information at micro
level for statistical purposes is a prerequisite but as pri-
vacy issues play an important role in many societies
such a mandate is not trivial. Having well defined man-
dates for NSIs, and at the same time the possibility
to work in a centralized manner (not necessarily lim-
ited to the central statistical office, but also including
co-operation between central banks and the statistical
office) is an important precondition for MDL.

A recent Eurostat survey from 2020 among the busi-
ness statistics departments of the European na-tional
statistical institutes showed that 17 institutes out of 24
had MDL in their statistical toolbox for at least 10 years;
indicating that the method is relatively well established
for specific purposes across the EU [4]. The three most
frequently mentioned purposes for utilizing MDL were:
no additional respondent burden when producing new
statistical evidence; and closely related, the issue of
delivering policy relevant data on new emerging areas;
and the internal purpose of improving the data quality
and consistency across different statistics.

This article addresses the use of MDL as a method
for producing statistical output and not the use of MDL
for validation purposes as part of the permanent statis-
tical production process, including profiling purposes.
Firstly, the article will address the central role of the
Business Register for any MDL approach related to
business statistics; secondly, the current permanent sta-
tistical outputs such as Trade by Enterprise Character-
istics (TEC) are described. Thirdly, the most common
uses of MDL in terms of producing experimental statis-
tics are described, including linked employer-employee
data (LEED), and, finally, the road ahead is addressed.

2. Infrastructure: The importance of the
Statistical Business Register

The Eurostat survey focused on the use of business
statistics as input for MDL and the five most frequently
used statistical registers were: Statistical Business Reg-
ister, Structural Business Statistics, Business Demog-
raphy, Foreign Affilliates Statistics (FATS) and Inter-
national Trade in Goods Statistics (Eurostat, 2020).
This list reflects the policy interest in Europe for issues
such as globalisation and international trade, including
Global Value Chains, entrepreneurship, job creation and
productivity as new statistical evidence on these topics

Fig. 1. Database infrastructure: Statistical registers in the harmonised
databases stored in each national statistical institute. Source: Nielsen
et al. (2019).

requires combining variables from different statistical
registers.

The Statistical Business Registers (SBR) are the
backbone of the production of business statistics and
consequently also for carrying out MDL. Actually, the
existence of a SBR can be seen as a precondition for
carrying out MDL. In most countries the SBR holds a
limited number of variables such as unique id number,
industry code, information about location and type of
ownership, employment size class and entry and exit
dates. The SBR will normally hold this information
about enterprises, legal units and local units, as these
variables are needed to identify the populations in ques-
tion and to draw the survey samples needed for the
production for specific surveys.

With the SBR holding unique identification numbers
for each unit as the focal point, it is possible to link
variables from different statistical registers which are
not matched in the normal production of statistics, see
Fig. 1. In principle, it is possible to match all business
statistics at micro level if the units are identified by a
unique identification number but in practice, MDL oc-
curs using a variety of linking variables across domains
such as structural business stastistics, international trade
in goods or services statistics, innovation statistics or
statistics on ICT usage by enterprises.
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Fig. 2. Decision tree on adjusting and correcting missing data. Source: Boonstra (2015).

3. Validation and imputation

It is important to ensure that linked micro datasets
are extrapolated to the total population of enterprises in
order to be able to generalize the results at the total pop-
ulation level. Linked datasets miss many observations
because some of the linked micro datasets are based
on sample surveys. Other reasons for missing data are
unit non-response, item non-response, inactive units
and under-coverage of an administrative source, e.g.
due to ineligibility of certain sub-populations or the use
of thresholds. Some variables are completely observed,
e.g. activity code and size-class, as they are usually
available for all statistical units in the business registers.
But for most variables some values are missing, and
often a variable is only observed for a small fraction of
the total population. This leads to many questions on
how to adjust for these issues.

There are different ways of adjusting and correcting
for missing data [5] of which weighting, reweighting
and imputation are the main strategies [6,7]. The pat-
terns of missing variables (‘missingness’), availability
of auxiliary variables, consistency requirements, level
of detail in the analysis versus the amount of data, and
the complexity of the method are the main criteria that
may be used to discriminate between different methods.
See Fig. 2.

De Waal distinguishes between weighting-based ap-
proaches, imputation-based approaches and macro-
integration. Weighting, repeated weighting, imputa-
tion and macro-integration are the most commonly
used methods for adjusting and generalizing official
statistics. For a comprehensive overview of these tech-
niques [5,8].

Weighting is a technique to compute population es-
timates for a set of variables that have been observed
in a survey sample. Often an initial imputation step is
carried out to fill in (a limited amount of) item non-
response. The weighting model contains variables re-
lated to the missingness and to the variables of interest
in order to reduce bias and variance. These auxiliary
variables must be available for all units in the target
population. For sample surveys, missingness by design
is accounted for by assigning initial weights as inverse
sampling probabilities. The same weighting model, and
therefore the same weights are applied to all the vari-
ables in the rectangular dataset to obtain population es-
timates. The most popular weighting technique is linear
weighting [9].

Repeated weighting (RW) is a technique developed
by Statistics Netherlands to solve the problem of incon-
sistencies among tables of estimates based on multiple
data sources [10], and initially developed to estimate
tables of cross-classified counts of persons based on
multiple social surveys linked to a population registra-
tion [11]. When two (or more) survey data sets, based
on different sampling schemes are combined and linked
with a population register, there will be blocks of data
missing and blocks with overlap. Large enterprises are
typically completely observed in take-all strata, but this
also illustrates that such overlaps can be highly selec-
tive, especially with regard to size-class.

Repeated weighing involves three steps. In the first
step initial marginal distributions of the separate data
sets are estimated using standard weighting procedures.
The second step estimates the marginal distribution of
the data in the overlap, also using standard weighting
procedures. However, the marginals in the resulting ta-
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ble will not agree with those already computed, since
the latter are based on more information (more observa-
tions). To correct this, the table of initial estimates is re-
calibrated to match the previously computed marginals
by reweighting the data from the overlap, using the
previously computed marginals as control totals. This
results in adjusted estimates for the cross table whose
marginals agree with those based on the separate data
sources.

Both weighting and repeated weighting are relatively
simple methods, which maintain micro-data consis-
tency. Where weighting is only applicable for analyses
based on a single data source linked to a population
frame, reweighting can be expanded to two or more data
sets. In both cases the availability of a central popula-
tion register is necessary. Both methods are generally
unsuitable for estimation for small sub-populations.

Imputation is different from weighting approaches.
Instead of assigning weights to units for which a set
of variables is observed, the unobserved values of the
variables are filled in. Imputation is mainly used to fill
in item non-response in surveys. Imputing values that
are missing by design is called mass-imputation [12].
There are different imputation techniques such as hot
deck procedures, which selects from observed values,
or prediction procedures based on explicit models that
relate the variable of interest to auxiliary variables (pre-
dictors) [6].

Multivariate imputation, also known as iterative im-
putation uses the so-called chained equation approach.
One starts with initial imputations of all variables using
a hot-deck method, or the incorporation of fully ob-
served variables from the business register. Once initial
imputations are available, the imputation models also
incorporate imputed variables. Each variable is imputed
in turn, conditional on all other variables, by using im-
putation models that incorporate these other variables
only when these variables are related to the variable to
be imputed. This sequence of imputations is iterated
until the imputations converge [13,14].

Imputation has undoubtedly benefits in terms of op-
timal use of information within the linked data, and its
flexibility in modelling. It is suitable for estimation for
small sub-populations, but on the other hand imputation
is complex and time consuming (specifying and check-
ing of models). Especially (mass-)imputed datasets can
easily be abused by analyzing relationships that were
not specified explicitly in the imputation models.

Macro-integration is a technique to reconcile sets of
estimates obtained from separate data sources into a
consistent set of estimates [15]. Besides a set of ini-

tial point estimates, Macro-integration uses not only an
initial set of point estimates but also measures of un-
certainty, e.g. standard errors, accompanying the initial
point estimates. These uncertainties determine the rela-
tive sizes of the adjustments that are made to the initial
estimates. Macro-integration is efficient in reconciling
large sets of tables simultaneously and less computa-
tionally demanding, which may result in a better use of
information than is possible with repeated weighting or
mass imputation. Unless additional modelling is used,
macro-integration is not suitable for estimation of small
sub-population.

4. Official business statistics based on MDL

The use of MDL for official statistics in the field of
business statistics was triggered by national discussions
around the the needs for more detailed and integrated
statistics by users that could be met without increas-
ing response burdens. Traditionally, statistics on inter-
national trade, for example, focused on partner coun-
try and products traded, but did not have any explicit
information on the characteristics of the trading en-
terprises. It was recognised that coherent compilation
of trade statistics by enterprise characteristics required
micro data linkage, especially between trade registers
and business registers. This led, amongst others to the
launch of the European Trade by Enterprise Charac-
teristics (TEC) pilots in 2002, 2005 and 2006 in or-
der to obtain information on the profiles of European
traders using a harmonised methodology, classification
and breakdown [16].

The main objective of the trade in goods statistics by
enterprise characteristics (TEC) is to bridge two ma-
jor statistical domains which have traditionally been
compiled and used separately, structural business statis-
tics (SBS) and the international trade in goods statistics
(ITGS). Specifically, this new domain was created to
answer questions such as:

– What kind of businesses are behind the trade flows
of goods?

– What is the contribution of a particular activity
sector to trade?

– What is the share of small and medium-sized en-
terprises to total trade?

– What is the share of enterprises that trade with a
certain partner country and the amount of trade
value they account for?

For this purpose, trade in goods between countries is
broken down by economic activity, size-class of enter-
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Fig. 3. Trade in goods by exporter characteristics, by enterprise employment size and number of partner countries Canada 2010–2019. Source:
Statistics Canada. Table 12-10-0091-01 Trade in goods by exporter characteristics, by enterprise employment size and number of partner countries.

prises, trade concentration, geographical diversification
and products traded. Standardised annual information
on TEC in the European Union is available from 2009
onwards. The information is used to carry out more so-
phisticated kinds of analysis, e.g. to evaluate the role of
European companies in the context of globalization or
to assess the impact of international trade in goods on
employment, production and value added (e.g. through
the developemnt of Extended Supply-Use Tables that
can be integrated into imrproved measures of Trade in
Value Added) [17].

Trade by Enterprise Characteristics statistics is not
only produced by European countries but also by many
other (mainly OECD) economies e.g. Statistics Canada.
Figure 3 shows that SMEs mainly export to one or a
few export markets while large exporting enterprises
are truly global by exporting to 20 or more countries.

5. Experimental statistics based on MDL

As data access and data sharing within countries is
organized in very different ways, MDL is more compli-
cated to conduct at an international level. In measuring
the structure and impact of cross-border activities of
enterprises, business statistics compilers often face a
dilemma: on the one hand, international organisations
and policy makers demands for additional information
on the structure, development and impact of global en-
terprises. On the other hand, budget constraints, reluc-
tance to increase the burden on survey respondents, and
national legislation put tight constraints on data access
and data sharing for international statistical purposes.

To overcome the constraints and limitations of cross-
border micro data access and micro data ex-change,

researchers in close cooperation with international or-
ganisations (such as UN, OECD, Euro-stat) have de-
veloped several approaches [22]. An approach can vary
from sharing micro data in a secured environment un-
der strict legal conditions of access, use and publica-
tion, or, when sharing micro data is not an option, using
an approach called ‘Distributed Micro Data Research’
(DMDR). This approach, based on harmonised national
data sets and using the same set ups for analysis and ag-
gregating data, became quite successful in international
research on economic and social issues [23–25].

Technological change, together with investment lib-
eralisation has significantly changed the nature of global
trade and production arrangements as firms slice and
dice previously (nationally) integrated production pro-
cesses into global value chains, and thus made coun-
tries and enterprises much more interconnected across
borders.

However, with more interconnectedness comes more
complexity. Declining trade related costs have increased
the distance between producers and final consumers,
particularly for economies at the up-stream part of the
value chain. It is much harder today, using conventional
statistics, to understand how changes in demand in one
country impact countries at the beginning of a value
chain. Fully understanding the nature of GVCs and
global dependencies requires therefore a global view of
pro-duction and consumption. But national statistical
information systems are on their own not able to provide
that view. These systems “. . . still largely view the
‘Rest of the World’ as an ‘of-which’ ‘catch all’ item to
which goods and services are sent or purchased, and,
where data on trade with specific countries are included,
they are only seen through the prism of trade and not
production.” [3].
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Table 1
MDL of business and international trade and accounts at Statistics Canada

While microdata linking (MDL) has been in place since the early 2000s at Statistics Canada, the sophistication of the infrastructure and the
integration of this practice into mainstream Business and Trade Statistics’ and the Macroeconomic Accounts’ compilation is now much more
advanced. In the beginning, there was a profile of Canadian exporters [18] which was released simultaneously to the US Census Bureau’s
product on US exporters. This product resulted from considerable collaboration between the two countries to ensure that the business
requirements behind the Canada-US exchange of import transaction data, to serve as the other country’s exports, could also serve as a key
input for the MDL exercise.
More recently, in collaboration with policy partners such as Global Affairs Canada and Export Development Canada, Statistics Canada has
produced Trade by Enterprise Characteristics (TEC) less than six months after the close of the reference year. This most recent TEC
compilation was completed alongside the creation of a Services Trade by Enterprise Characteristics (STEC) dataset under the umbrella of a
larger project on developing Globalization measures, including the Activities of multinationals (MNEs) in Canada [19], both under foreign and
Canadian control and by immediate and ultimate owner, showing the share of trade by MNEs. TEC in Canada has proved to be a rich and
timely database that can and has been leveraged to provide further insights into various topics such as Canada’s role in global supply chains.
As one example of how it informs users with relevant and timely info on details of exporters, Statistics Canada published this exploration of
exporters in each Canadian province shipments’ to China by Chinese province [20].
These advances have been part of a larger effort at Statistics Canada to create an infrastructure and process flow for MDL analysts. This
translated to improved access to datasets prepared to their specifications, which would be held in a repository. These datasets are re-run for
each reference period with minimal turnaround, through the development of IT processes implemented in the subject r area, namely divisions
within Canada’s Macroeconomic Accounts Branch, which automated the linkage of high-probability records within set parameters (developed
using corporate generalized systems such as G-link [21] in collaboration with Statistics Canada business methodologists) and facilitated the
manual elements of the compilation. In addition, there was a two-way information exchange as business register experts adapted to a larger
role in facilitating register snapshots for MDL purposes, and also facilitated learning by MDL experts on register norms. Statistics Canada’s
Business Register also now integrates new profiling information on businesses resulting from these new MDL programs (on traders and
multinationals, for example), information that are valuable for other statistics programs and for data users in general.
Finally, Statistics Canada has expanded outreach to highlight its data through The Canadian Centre for Data Development and Economic
Research (CDER), as well as Research Data Centres in Canadian universities, and the Centre for Special Business Projects, as well as the the
creation and testing of a virtual DataLab (vDL) to provide this country’s researchers with secure access to anonymized Statistics Canada’s
administrative, integrated, and social and business data.
These efforts highlight Statistics Canada’s repository of MDL-ready microdata files, both those for use internally or anonymized for external
researchers. It also serves as a means by which to access economists and methodologists with extensive experience in the various aspects of
microdata linking in trade and business statistics at Statistics Canada, preparing Canada for further partnerships in new timely data sources for
MDL as well as dissemination through the Government of Canada Open Data Portal.

To bridge the gap between the national statistical in-
formation and the global view, the OECD-WTO Trade
in Value Added initiative (TiVA) [26] helped countries
to better understand the nature of global production, and
in particular the direct and indirect interactions between
industries across the world and between industries and
consumers. The TiVA model provides insights in the re-
lationship between trade and production, especially on
the important role played by upstream service providers
in driving export growth. These insights helped policy
makers and analysts alike to recognise that GVC policy
making requires a ‘whole of supply’ approach that is as
much about creating the right policy environ¬ment for
non-exporting firms as well as exporting firms.

However, the TiVA model in its current form can-
not provide all of the necessary insights. The chal-
lenges to GVC integration, whether as a direct exporter
or indirectly as an upstream supplier within domestic
value chains, do not impact all firms equally. This is
not (yet) addressed, nor does it provide insights on the
role played by MNEs in value chains (and so is silent
on the trade-investment-produc¬tion nexus). Providing
these views is essential if the nature of GVCs is better
understood.

The Nordic project [3], reflecting a close collabo-
ration between the OECD and Nordic Statistical Of-
fices of Denmark, Finland, Norway and Sweden, at-
tempts to provide important new insights on the nature
of GVC integration within the Nordic region through
the devel¬opment of an extended TiVA dataset that
splits current TiVA industries into new categories of
firms, including SMEs and MNEs. The key highlights
from the report on the import content and domestic
linkages, the role of SMEs in domestic vale added, the
position of independent and dependent SMEs and the
role of MNEs provides a good example of a successful
cross-border collaboration of NSIs, and supports the
practicality of having a well-defined conceptual model
on GVCs. Table 2 presents an example of globalization
studies building up from microdata undertaken by the
Nordic countries.

6. Linking business statistics with employment
and people (LEED)

Linking micro data is not a new method or panacea
for the development of new statistics. In the late eighties
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Table 2
Joint Nordic-OECD project on linking firm level data with macroeconomic statistics

The Nordic national statistical offices (NSIs) have been among the first to develop a bottom-up, collaborative re¬sponse to the increased
policy questions regarding globalization, building on national data sources at the micro-level. Each Nordic NSI (Denmark, Finland, Norway
and Sweden) has set up a database that combines, among others, Structural Business Statistics, FATS and trade statistics, using harmonized
variable codes and database structures. By linking these data sources, it is possible to reflect firm heterogeneity by identifying not only
enterprises by employment size and trading activity (trader/non-trader) but also by group status (independent/belonging to an enterprise group)
or by nationality of ownership (domestically/foreign owned) or any combination of these firm characteristics. Given that administrative
sources are widely available and used in the Nordic countries, this linked microdata generally cover nearly the entire universe of firms and
trade transactions. Statistics Denmark was responsible for developing the SAS program that was run in each country to create the output
needed, to ensure the exact same file format and definitions [3].
To integrate the output derived from the linked Nordic microdata with OECD’s TiVA Inter-Country Input-Output table (ICIO) [26], a number
of consecutive steps were taken, involving further data preparation (industry conversions, aggregations) and the alignment of business data to
national accounts concepts. Finally, a series of challenges specific to breaking down international trade flows by firm type were addressed. The
SAS program for these calculations has been developed by the OECD, and was subsequently sent, accompanied by the relevant conversion
tables and the TIVA ICIO, to the Nordic NSIs to run in combination with their pre-prepared tables based on linked microdata. Only the final
results were then sent back to the OECD. This highly coordinated research method not only ensured consistency of the results across
countries, but also avoided the need for, on the one hand, the Nor¬dic NSIs to invest time to suppress confidential cells in the data, and on the
other hand, the need for OECD to subsequently develop estimations for these missing cells.
The TiVA ICIO follows the practices of the System of National Accounts (SNA), where imports by firms are included as direct imports even if
they pass through resident wholesale and retail industries first. In other words, imports of goods by wholesalers and retailers for subsequent
sale without any further processing are recorded as imports in the SNA. The same holds for exports of goods that have not been the subject of
any further processing by wholesalers and retailers in the linked microdata used in this study, trade is matched to those enterprises that are
immediately responsible for imports and exports, including to wholesale and retail firms. To align with national accounts concepts, the export
and import values for the wholesale and retail industry as reported in the linked microdata were constrained to the levels reported in in Nordic
SUTs (i.e., the ratio of exports (or imports) in total output). The additional trade (on average about half of what was reported) was
subsequently distributed to other sectors in a two-stage procedure by first identifying the products involved (using official national Trade by
Enterprise Characteristics data) and then proportionately allocating these products to using (importing) or exporting industries and firm types
on the basis of information included in the microdata and national SUTs. One of the implications of this adjustment is that in the breakdown of
firms by trading status, certain ‘export only’ firms may in fact still import, from a National Accounts perspective, via wholesalers.
The purpose of the project was to overcome some of the shortcomings of the current TiVA database by introducing firm-based characteristics
to better reflect the heterogeneous nature of GVC integration – including size, e.g. SMEs (dependent and independent); ownership, (i.e.
foreign and domestically owned enterprises) and trading status, (i.e. trading and non-trading companies). The report provides new insights on
GVC integration and responds directly to the policy questions raised above and many others.
The analysis focuses both on the economic impact (i.e. the value added produced) as well as the employment consequences of GVCs (how
much employment in the Nordics depends on GVC involvement), and further reveals the importance of domestic value chains, and the role of
foreign investment in driving domestic supply chains, both upstream and downstream. The report highlights, throughout, the differences across
key industries within the Nordic economy.
Independent and dependent SMEs, per cent of total employment, gross value added and exports of goods, of SMEs. 2013

Source: Statistics Denmark (2017)

and nineties of the last century it was mainly applied in
the field of social studies, and spe¬cifically approached
from an academic perspective. The focus was largely
on combining employer and employee data in so called

Linked Employer Employee Data (LEED) in order to
study labour conditions, mobility, wages, in short the
role of firms and enterprises for the individual wel-
fare [27–29]. This strand of work was also part of the
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Table 3
Profiling new entrepreneurs by linking business and social statistics

In the Business Registers some basic information about the owner of the personally owned enterprises are often stored at individual enterprise
level. This is the case for e.g. the Danish Business Register where the unique personal identification number of the owner is linked to the
enterprises via the administrative business register. This ID no. automatically holds information about age and gender of the owner.
Both types of statistical information are important for policy makers as there is a focus on creating e.g. more women-owned startups, as
women entrepreneurs are seen as a source for future growth and innovation in the Danish economy which has yet to be fully tapped.
Furthermore, there is also a policy focus on encouraging younger persons to establish their own businesses; to better utilize the digital
competences posed especially by these age groups.
Although the Danish entrepreneurship policy has been focusing on increasing the share of female entrepreneurs, the share of female
entrepreneurs establishing new enterprises has remained almost unchanged in Denmark since 2001 – around 25 per cent; see figure below.
Figure Entrepreneurs by gender, 2001–2017

Source: Statistics Denmark: Iværksætterdatabasen

7th Framework Program of the European Commission.
See the overview of LEED data sources in Europe [30]
for a large overview and the Internationalisation Moni-
tors of the Netherlands [1].

There is a strong coincidence between a new enter-
prise and the owner behind – the entrepreneur; espe-
cially as the vast majority of new enterprises start up
without employees and often as sole proprietorships.
This close linkage between the enterprise and the en-
trepreneur makes it obvious to consider profiling the
new enterprise not only from the business statistics per-
spective (e.g. activity, location, turnover, employment),
but also utilising social data and statistics to describe
the entrepreneur (e.g. gender, age, education) by linking
data at micro level (enterprise/person) in order to bet-
ter understand the nature and performance of the new
enterprise, see Table 2.

Linking information from the business register with
information on jobs enables the analysis of the impact
of the (dynamic) structure of the business economy on
the labour market. The advent of globalization has been
paired with intense debates among policy makers and
academia about its consequences for a range of social
issues related to employment, labour conditions, in-
come equality and overall human wellbeing. On the one

hand, the growing internationalization of production
may have led to economic growth, increased employ-
ment and higher wages. On the other hand, concerns are
often expressed that economic growth may have decou-
pled from job creation, partly due to increased compe-
tition from low-wage countries, or through outsourcing
and off-shoring activities of enterprises.

The question regarding the employment conse-
quences of globalization has however not yet been ex-
tensively addressed in studies based on LEED data.
However, an analysis of both firm and em-ployee char-
acteristics at a detailed level should improve our under-
standing of the social implication of e.g. increased in-
ternational trade (exports and imports), outsourcing and
off-shoring, and the grow¬ing direct investment flows
that imply that locally operating firms are increasingly
owned, controlled and managed by foreign enterprises.
Nielsen (2018b) documents the impact of international
sourcing for unskilled workers in Denmark by link-
ing the International Sourcing survey with educational
data of the employees at enterprise level [31]. Man-
ufacturing enterprises that sourced intensively in the
period 2009–2011, i.e. sourced more than 10 per cent of
their employees, nearly halved the number of unskilled
workers in the period 2008–2016, see Fig. 4 linked em-
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Fig. 4. Changes in employment shares over 2008–2016 by educational attainment and degree of international sourcing in 2009–2011. Denmark.
Unskilled: primary or lower secondary education. Vocational: Upper secondary education. Short: Short cycle tertiary education. Me-dium: Bachelor
or equivalent. Long: Master, doctor or equivalent. No international sourcing: Enterprises with no international sourcing in the period 2009–2011.
Low intensity sourcing: Enterprises having sourced internationally less than 10 per cent of their employment in 2008 in the period 2009–2011.
High intensity sourcing: Enterprises having sourced internationally 10 per cent or more of their employment in 2008 in the period 2009–2011.
Source: Nielsen (2018b).

Table 4
Matching the Business Register with International Trade in Goods and the Social Statistics Database: The relationship between globalization and
domestic employment

In a study on internationalization and its impact on domestic employment (Statistics Netherlands, 2018/2), data from the Business Register, the
International Trade in Goods and characteristics of employees from the Social Statistics Database are merged. The policy question was if
starting with either import or export on a regular basis would have a positive effect on the composition and number of jobs. Three groups of
enterprises are identified in a propensity-score matching (PSM) analysis:

starting trade on a regular basis: if the enterprise has no trade in two succesive years (2010–2011), followed by at least two years of trade
(2012–2013) and at least two years in the period 2014–2016;
starting trade on incidental basis: if the enteprise has no trade in two successive years (2010–2011), followed by trade in 2012 and no
trade in 2013, and with trade in one of the years in the period 2014–2016;
no trader: enterprises with no trade in the period 2010–2016.

The analysis showed that starting with export on a regular basis leads to an initial increase of employment with 1 to 2 percentage points in the
starting year. There is no additional growth in the years following the starting year. Starting with imports leads also to an increase of
employment in the starting year with 1 percentage point. These findings are in line with other studies [35,36]. Nevertheless essential issues
such as dynamics of the labor market and processes of sourcing require a more indepth analysis.

Source: Statistics Netherlands, Internationaliserinsmonitor 2018/II
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Fig. 5. Data model of linked business and social micro data (Statistics Netherlands).

Table 5
Matching the National Survey on Labor Conditions with tax information and the Business Register

A typical approach in LEED analysis is matching information on enterprises with information on persons which allows for the analysis of
characteristics of both enterprises and persons. In a comprehensive study on American enterprises in the Netherlands information on the
Ultimate Controlling Institutional Unit (UCI) from the Business Register, tax information on jobs, both in terms of number of jobs and volume
in FTE, and the results from the National Survey on Labor Conditions were combined into a LEED dataset [37]. The dataset allows for a
comparison of variables on wages, working hours and other characteristics on persons in different types of enterprises. In this example three
types of enterprises, US controlled enterprises in the Netherlands, other multinationals in the Netherlands and domestic enterprises are
illustrated. See figure below.
In US multinationals on average more men, more people with high education and less people with low education are at work. This pattern of
gender and education differs between industry and trade. In US multinationals relatively more men at work both in industry (85 per cent vs. 82
per cent) and trade (67 per cent vs. 61 per cent). Looking at education these relative differences are even larger: in industry (36 per cent vs. 22
per cent) and in trade (46 per cent vs. 16 per cent).
Based on these LEED data in-depth analysis shows that job mobility is a function of both the job contract and the composition of the
organization workforce. On average, employees in US multinationals work less long in their specific job, but in combination with the higher
number of years of service suggests higher internal mobility.

Figure. Characteristics of job contract and employees by type of enterprises.

Source: Statistics Netherlands: Internationaliseringsmonitor, 2019, No. 1
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ployer employee dataset (LEED primarily involves the
integration of a wide variety of variables on (the com-
position of) employees and the labour force, with the
Business Register and various enterprise level variables
from different statistical registers (turnover, innovation,
investments, foreign ownership, trade, etc.). The actual
organisation of LEED databases depends on the na-
tional system(s) of the data collection (unique identi-
fiers), the appropriate IT structures and the availability
of administrative registers (legal mandates) [32,33].

Figure 5 shows a simplified model of the role and
position of the LEED database. The heart of the model
is based on three central registers. Firstly, the business
register which includes the total population of enterprise
groups and enterprises. Secondly the Jobs Insurance
Database from the insurance administration (which is
integrated with data on jobs from the tax administration
and data from Statistics Netherlands’ survey on jobs
and wages), which also includes information on job
characteristics. The third register, the Population Regis-
ter, is then used to add information on characteristics of
the persons occupying those jobs. The population reg-
ister also contains information on persons working in
the Netherlands or receiving a Dutch benefit or pension
while resident abroad.

For every job, there is a key in the business register
with the enterprise, and a key identifier for the job or
persons occupying that job (a number of the Industrial
Insurance Board and the Income Tax number respec-
tively). Subsequently, within the domain of business
registers and surveys there is additional information on
the structure of an enterprise (group), as there is addi-
tional information within the domain of social registers
(for example social security, pensions, self-employed)
and surveys on persons and households.

The LEED plays a pivotal role between the business
register and the population register and connects four
different types of statistical units, i.e. enterprise group,
enterprise, job within the enterprise and person occu-
pying that job. These units form the demographic back-
bone of the databases. Consequently, different types of
analysis are possible, using these statistical units. Basi-
cally, one can define causal models on how economic
dynamics affects job dynamics, but also the other way
around, i.e. how population dynamics are related to job
dynamics.

7. Distributed micro data research – MDL
involving several countries

One of the key targets of statistics of economic glob-
alisation is to respond to user needs for more detailed,

relevant and integrated business statistics at interna-
tional level i.e. information on the international dimen-
sion of the performance, organisation and demography
of the enterprise population. This would be a relatively
simple task if all micro data on global enterprises were
combined and centralized in one database. However,
direct access and data sharing of micro data at interna-
tional level is not (yet) feasible due to legal, organisa-
tional and technical barriers. Instead, the so-called coor-
dinated micro data linking or distributed microdata link-
ing/research approach has been used in most business
statistics related MDL projects to compile internation-
ally comparable statistics on economic globalisation.
Comparative micro data linking projects require central
coordination of the data base construction, the analy-
sis and publication respecting subsidiarity and national
legislation. A typical co-ordinated microdata linking is
carried out in three separate phases, see Fig. 6:

The first phase involves the construction of the
linked micro dataset. The project coordinators pro-
duce standardised guidelines explaining in detail
how the datasets in each participating country are to
be structured and provide a common code to ensure
that identical tables are produced in all countries.
Each country records information from all the data
sources used in the project into its own national
database. These linked micro datasets are stored lo-
cally at the national statistical institutes throughout
the project and are not shared with third parties.
In the second phase the dataset is tested for consis-
tency. Although each data source used in the project
has already been carefully edited as part of the pro-
duction process, it is necessary to carry out fur-
ther consistency checks to ensure, for example, that
enterprises are represented by the same statistical
units across different data sources and over time,
as the reporting units used for specific enterprises
can, and often do, differ across the data sources in
each project. Tests used in this phase of the project
are devised by the project coordinators and imple-
mented locally by the national statistical institutes.
In the third phase standardised statistical output is
created in each country consisting of descriptive
and longitudinal analysis. A general description of
the methodology used can be found on the Eurostat
website [38].

8. Road ahead

As mentioned above, even if NSIs have used MDL
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Fig. 6. Setup MDL database for DMDR purposes. Source: Nielsen et al. (2019).

as a method for several years, MDL has mainly been
used for experimental statistics. But the survey amongst
European NSIs shows that the large majority of NSIs
expect MDL to become a priority area of strategic im-
portance in the years to come. MDL allows NSIs to
respond in an agile and timely way to emerging pol-
icy needs and, in this way, underline the importance of
official statistics for evidence based policy making in
a time where fake news play an increasing role in the
public debate.

It is our expectation that MDL will not keep the
status as a tool in the statistical toolbox for experimental
statistics only but will be further developed in different
dimensions:

An increasing number of NSIs are expected to es-
tablish permanent data warehouses holding several
statistical registers at the enterprise level for longer
time series, allowing them to swiftly establish new
statistical evidence on emerging topics from GVCs
to productivity to sustainability.
Furthermore, the increasing need for up-to-date in-
formation will enlarge the statistical coverage from
(mainly) annual business statistics to also include
short-term statistics. As an example, due to the cur-
rent Covid-19 crisis governments across the world
will urgently require information about the impact
of the crisis on sustainability of the businesses.
These questions can only be answered by linking
short term statistics on turnover, employment or
bankruptcies with annual statistics on, for instance,
ICT use or global dependency in terms of involve-
ment in GVCs.

Furthermore, NSIs will have to develop methods to
utilise the increasing amount of available big data
as sources to be linked with official statistics, even
at micro level. For instance, providing the necessary
statistical evidence on topics such as sustainability
or climate change cannot be solved only by using
traditional statistical sources and methods.
When MDL becomes a more prominent tool, it will
also be necessary for NSIs to reconsider the policy
of negative co-ordination of samples due to the re-
spondent burden. In order to have a critical mass of
matching enterprises in the analysis, the approach
of positive co-ordination of samples across several
statistical domains needs to be further scrutinised in
terms of advantages and disadvantages and possible
implemented in the future.
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