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Abstract. Classification of enterprises by main economic activity according to NACE codes is a challenging but important task
for national statistical institutes. Since manual editing is time-consuming, we investigated the automatic prediction from dedicated
website texts using a knowledge-based approach. To that end, concept features were derived from a set of domain-specific
keywords. Furthermore, we compared flat classification to a specific two-level hierarchy which was based on an approach used
by manual editors. We limited ourselves to Naïve Bayes and Support Vector Machines models and only used texts from the
main web pages. As a first step, we trained a filter model that classifies whether websites contain information about economic
activity. The resulting filtered data set was subsequently used to predict 111 NACE classes. We found that using concept features
did not improve the model performance compared to a model with character n-grams, i.e. non-informative features. Neither did
the two-level hierarchy improve the performance relative to a flat classification. Nonetheless, prediction of the best three NACE
classes clearly improved the overall prediction performance compared to a top-one prediction. We conclude that more effort is
needed in order to achieve good results with a knowledge-based approach and discuss ideas for improvement.
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1. Introduction

Classifying businesses by their main economic activ-
ity is an important task for national statistical institutes
because the economic outcomes are often partitioned
into industries. Since manual classification is very time-
consuming, we explore the use of text mining, using
texts from dedicated websites as input. More specifi-
cally, we are interested to explore whether the use of
content knowledge from manual classifiers aids this text
mining activity. We first give some background infor-
mation to better understand the problem of classifying
economic activity (Section 1.1) and then we further
introduce our approach (Section 1.2).

∗Corresponding author: Heidi Kühnemann, Federal Statistical Of-
fice of Germany, Gustav-Stresemann-Ring 11, 65189 Wiesbaden,
Germany. E-mail: heidi.kuehnemann@destatis.de.

1.1. Background

In the European Statistical System for official statis-
tics, the classification system for economic activity is
the NACE code. Within this statistical system, enter-
prises are one of the core statistical unit types for busi-
ness statistics. The enterprise is composed of one or
more legal units each having its own economic activ-
ity. In the Netherlands, the economic activity of a legal
unit is determined upon the obligatory registration at
the Chamber of Commerce (a public service provider
that maintains the Dutch Register of legal units). This
information, together with the relation between enter-
prises and their underlying legal units is held within the
statistical business register (SBR).

There are well-defined rules that describe how the
main activity of a statistical unit should be derived from
the economic activity of its underlying legal units. At
Statistics Netherlands the main economic activity of

1874-7655/20/$35.00 c© 2020 – IOS Press and the authors. All rights reserved
This article is published online with Open Access and distributed under the terms of the Creative Commons Attribution Non-Commercial License
(CC BY-NC 4.0).



808 H. Kühnemann et al. / Exploring a knowledge-based approach to predicting NACE codes of enterprises based on web page texts

most of the enterprises is derived by an algorithm that
automatically applies those rules. Only for the largest
and most complex enterprises this main activity is de-
termined manually by profilers, often in consultation
with a representative of the enterprise. The main activity
of those largest enterprises are therefore very reliable.
However, the main economic activity of most of the
other enterprises is prone to errors since limited manual
editing is done to keep the economic activity codes up
to date. Unfortunately, classification errors in small and
medium-size enterprises may not cancel out: statistical
estimates may be biased due to those misclassifications,
see van Delden et al. [1] for an example.

There is a limited number of published studies that re-
port rates of NACE code misclassification. In a Swedish
study, one-fourth of the codes were found to be misclas-
sified in some economic sectors [2]. A Finnish study
reported that misclassification rates at 5-digit NACE
level for small enterprises decreased from 10% in 2003
to 4% in 2013 [3]. In the Netherlands, serious classifi-
cation errors for small enterprises in the car trade sector
were found by Van Delden et al. [4].

There are multiple reasons for these NACE classifi-
cation errors. Enterprises often have a variety of activ-
ities [2] and their main activity is not always derived
correctly. Additionally, the NACE code of the underly-
ing legal units may be wrong at the time of registration.
Furthermore, economic activities may have changed
over time, but those changes are often not reported to
the Chamber of Commerce [1,2]. Van Delden et al. [1]
estimated for the car trade sector that only 15.9% of all
true changes in the main activity of small enterprises
resulted in a corresponding NACE code change in the
SBR.

When a NACE code is checked manually, it often
occurs that the editor searches for information on eco-
nomic activity on dedicated website(s) of the enterprise.
Website addresses (URLs) are registered per legal unit
at the Chamber of Commerce, and made available to
Statistics Netherlands. An enterprise may have multiple
websites, for instance the enterprise may sell different
product types and each product type may have a differ-
ent website. Time spend on manual editing may be re-
duced somewhat when automatically predicted NACE
codes from websites are directly available to the editors.
This requires linkage between website addresses and
the enterprises in the SBR and it requires that the most
likely NACE codes based on the website information
are estimated.

An example of how to find URLs of enterprises is
shown in Barcaroli and Scannapieco [5]. In the current

paper, we focus on the prediction of NACE codes given
that a set of URLs has been found. We use a supervised
approach, that is we use models that are trained on a
set of labelled data. Published studies of supervised
learning of economic activity codes from websites can
be found in Berardi et al. [6] and Du et al. [7]. Berardi et
al. [6] use a support vector machine (SVM) model using
both endogenous and exogenous features. Endogenous
features are words derived from different places of the
website and exogenous features are based on links to
the websites and from searches to the websites. They
predict a set of 27 (depth-1) and 216 (depth-2) classes.
Du et al. [7] use individual words from the websites to
train a neural network. They have a data set with 15
categories related to economic activity.

In the current case study, we limit ourselves to Naïve
Bayes (NB) and SVM models rather than using en-
semble methods (random forest, XGBoost) or neural
networks. One reason is that we focus on the effects
of using a knowledge-based approach rather than on
comparing algorithms. An advantage of NB models
is their easy interpretability and computability. SVMs
have shown to produce satisfactory results in text min-
ing tasks (as an example, see Berardi et al. [6]). Fur-
thermore, an advantage of both NB and SVM models
is that one can ‘directly’ combine the features with the
model parameters to derive the decision. Neural net-
works have the disadvantage that running them requires
an IT infrastructure that is currently not available at
many National Statistical Institutes (NSIs).

1.2. Approach

We want to explore whether a selection of knowledge-
based features can help to accurately predict NACE
codes. Every NACE code has a clear definition. We are
interested to test whether the concepts underlying these
definitions can be used to predict NACE codes. There-
fore we restrict ourselves to text-based features. Such
an approach might also be interesting for other classi-
fications in official statistics that are well-defined. The
reason why we want to test the use of knowledge-based
features is that in official statistics one really wants to
avoid that machine learning model gives weight to fea-
tures that are not causally related to the output variables.
In situations with a relatively small training set, as is the
case with our case study, that risk is more pronounced:
accidental, non-causal relations may be trained.

Note that a classical, well-know approach to the use
of knowledge-based features is the use of rule-based
methods. An example is the use of the tool CASCOT [8]
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Fig. 1. Approach for classifying NACE codes with website data.

to classify occupational and industry codes. An exam-
ple of the combination of rule-based and supervised
learning can be found in Gweon et al. [9] who clas-
sified occupations based on open-ended questions. A
disadvantage of rule-based methods is that they require
in-depth knowledge about the specific language and
task; therefore rule-based methods are not easily gener-
alisable [10,11].

In addition to the use of knowledge-based features,
we are interested to test whether the prediction accu-
racy improves when we make use of the approach taken
by human annotators at Statistics Netherlands in the
classification process. These annotators explained that
when the economic activity concerns goods, then it is
crucial for the correct classification to know in which
part of the business chain the enterprise is active: does
it concern manufacturing, selling to another businesses,
selling to customers, repair and so on. We will compare
the effect of the use of a two-layer hierarchical classifi-
cation that accounts for the business chain versus a flat
classification on the model performance.

The aim of the present study is to explore whether
knowledge-based features and a knowledge-based hier-
archy can be used to reliably predict the main economic
activity of enterprises from texts of dedicated websites.
The remainder of this paper is structured as follows. In
Section 2, we give an overview of the text classification
method that was used. In Section 3 we explain a step to

filter out non-informative URLs. The knowledge-based
model approach is worked out in Section 4 and applied
to our case study. Finally, our findings are discussed in
Section 5.

2. Methodology

The approach starts by scraping text from dedicated
websites and creating training and test data. Thereafter,
it consists of two parts: ‘filter uninformative websites’
and ‘predict NACE codes’. The first part aims to create
a data set with only those websites that contain enough
information about the economic activity of an enterprise
to determine its NACE code. The resulting dataset is
then used to predict the economic activity of enterprises.
An overview of the classification approach is displayed
in Fig. 1.

Within both parts, the following steps are distin-
guished: derivation of features, weighting, feature re-
duction, classification using a classification algorithm
and model evaluation. Commonalities in the two parts
are presented in the next subsections. Specific elements
are explained in Section 3 for the filtering and in Sec-
tion 4 for the prediction of NACE codes. All analy-
ses were carried out in Python 3.6, using the package
Scrapy [12] to scrape the websites, the package Langde-
tect [13] to identify the language of a websites and
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the package scikit-learn [14] for the statistical learning
models.

2.1. Obtaining scraped, labelled websites

As the starting point for a labelled set, we used enter-
prises that were sampled for the Dutch Structural Busi-
ness Statistics survey [15] in 2017. This survey con-
cerns a wide set of economic sectors: manufacturing,
construction, distributive trades and services [15]. Al-
though not perfect, the NACE codes for the main activ-
ity of the enterprises in the survey are of a better qual-
ity than other enterprises in the SBR since respondents
have been checked and influential NACE code errors
have been corrected. Furthermore, enterprises whose
NACE code is (largely) incorrect, generally tend not to
return their survey form. In 2017, 79,501 enterprises
were included in the Structural Business Statistics sur-
vey.

For enterprises with more than one URL, we com-
bined the text information found on the different URLs.
Furthermore, by exception, some websites (386) were
shared by different enterprises. For instance, a health
care centre may have a website shared by a general
practice doctor, a midwife, a dietician and a speech
therapist. When enterprises shared the same website,
we used the same text information for each of those
enterprises. In total we obtained 49,903 enterprises with
at least one URL according to the SBR, with a total of
62,221 unique URLs.

We scraped only the main page of a website because
it is a relatively simple and fast procedure that can eas-
ily be used by other NSIs. Preliminary results by Roe-
lands et al. [16] showed that for many enterprises the
main page already contains the most relevant text with
respect to NACE classification. In the scraping pro-
cess, 50,654 websites were retrieved. Some URLs could
not be retrieved due to unreachable sites (‘404’ errors)
or due to unknown addresses. Furthermore, 70 web-
sites were dropped because they contained a text with
less than two characters. Next, we restricted ourselves
to websites written in Dutch, corresponding to 40,796
websites. This latter set is referred to as the complete
labelled set.

2.2. Derivation of features

Words were extracted from the main page as follows.
After downcasing, special symbols (with the exception
of sentence markers), HTML separators as well as num-
bers were deleted and multiple sequential white spaces

were removed. Sentence markers were kept because
they identify the beginning and ending of a sentence
and therefore add information. We chose not to use a
stemmer, because current Dutch stemmers have several
shortcomings [17] such as their inability to stem Dutch
compound words in a sensible way. Instead, for the con-
cept words we used complete words, to be explained in
Section 4.2. Non-textual information was not used as a
feature.

To judge the effectiveness of the use of concept
words, we compared it with the use of character n-
grams [17]. Character n-grams consist of all possible
sequences of n characters in a text [18]. As an exam-
ple, with a 5-gram the word ‘frisdrank’ (Dutch for soft
drink) is tokenised as ‘_fris’, ‘frisd’, ‘risdr’, ‘isdra’,
‘sdran’, ‘drank’ and ‘rank_’. Preliminary results showed
that the number of characters n of 3 to 6 showed good
results. An advantage of character n-grams is that they
contain information – even if only to a small extent –
about the context of a word, because they can span over
more than one word. An n-gram can thus consist of the
last characters of the previous and the first characters
of the current word.

2.3. Weighting

We compared two well-known ways to weigh the to-
kens (n-grams or concept words): tf-idf weighting [19,
pp. 126–130] and BM25 [20]. For most of the settings,
model performance with BM25 was somewhat better
than with tf-idf weighting. In the remainder of this doc-
ument only results with BM25 weighting are shown.
Note that the inverse-document frequency of a term t
and the average document length l̄ – which are needed
for the BM25 weighting – were determined using the
training set and applied to the test set. Since the training
set is much larger, this increases the generalisability of
the model since their values are determined more reli-
ably. The other terms are determined every time anew
for test data and other new data.

2.4. Feature reduction

We reduced the number of features to decrease model
complexity and computational time, and to reduce the
risk for overfitting [11]. For the general features as
well as the concept features we reduced the number of
features by applying a minimum value for the number
of documents in the training set in which a term should
occur. Terms below that threshold were also excluded
from the test set. We used a minimum value, as an
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alternative to removing a set of stop words, which is an
often used approach [21].

Furthermore, for the character n-grams we investi-
gated the suitability of the use of Latent Semantic Anal-
ysis to reduce the number of features. Since this resulted
in a lower model performance than using the original
character n-grams we decided to use the character n-
grams in the remainder of this paper.

2.5. Classification algorithms

In the current study, we compare the performance of
two classifiers: NB and SVM. NB is a common algo-
rithm for text classification because of its efficiency and
accuracy for that particular type of data [22, chap. 6]. It
uses the assumption that conditional on the true class
the probability of a feature to have a certain value is
independent of the value of other features. This assump-
tion is often violated in practice, especially when using
character n-grams. However, even with violated model
assumptions, NB often performs surprisingly well [23].

SVMs are very versatile algorithms that are fre-
quently used in text analysis, see James et al. [24, chap.
9] for an introduction. They were shown to perform well
for NACE code prediction in Berardi et al. [6]. SVMs
are not inherently multi-class classifiers. We used the
one-versus-one approach, where pairwise classifiers for
all combinations of classes are created [25, p. 658] and
the class that is predicted most often is selected. One-
versus-one was chosen because it is less sensitive to
class imbalance than the one-versus-all classifier, which
fits one classifier for every label and uses all examples
that do not belong to the label of interest as negative
examples.

Classification was done both with hard classifica-
tion – only predicting the most likely label of a web-
site – as well as with soft classification. Soft classi-
fication was used to evaluate the model performance
of the k most likely classes. We restricted ourselves to
k = 3, because the true main activity was often con-
tained within the first three most likely classes. Offer-
ing a limited number of automatically derived NACE
codes can support manual editing. The manual editor
may then decide which of those activities is the main
activity. Note that in practice a manual editor will often
need more than just this textual information to decide
about the main activity, such as information about the
structure (over time) of the enterprise and priority rules.

2.6. Tuning parameters

Statistical learning algorithms generally have a num-
ber of tuning parameters to optimise their performance.
For the NB algorithm, no tuning is needed to optimise
model fit. The SVM algorithm has several tuning pa-
rameters to optimise training error versus model com-
plexity [24, chap. 9]. In the current study, the parameters
C, kernel type and gamma (in case of a radial kernel)
were considered for tuning. When n-grams were used
as features these tuning parameters were fixed. When
the number of features is much bigger than the number
of training examples, as is the case for n-grams, SVM
can find a hyperplane that separates the training data
very well with a linear kernel combined with C > c0
with c0 � 1, as explained in Hastie et al. [25, pp. 420,
658]. For the n-grams, we fixed the C value at 1. It is
left for future work to investigate whether use of very
small C values would improve the results.

Additionally, for SVM in combination with concept
features, a grid search was applied to find the optimal
tuning parameters, using a five-fold cross-validation
on the training set. We tested a linear kernel with C
values of {0.001, 0.1,1,2,4} and a radial kernel with
C values of {12,14,16,18,20,22} and Gamma values
of {0.00001,0.0001,0.001}; this range of values was
determined in a preliminary analysis. For the hierarchi-
cal classification strategy, a grid search was applied to
every classifier. Concerning each multi-class SVM, the
grid search was applied to the overall results of the set
of one-versus-one classifiers.

2.7. Evaluation metrics

Model performance was evaluated on the inde-
pendent test set. Evaluation metrics used were the
well-known F1 score, Matthews correlation coefficient
(MCC) and the reciprocal rank k (RRk). As a measure
for the average F1-score over all classes micro-averaged
and macro-averaged F1 scores were used. With macro-
averaged F1 every class has an equal weight: the aver-
age over the F1 per class is computed. With the micro-
averaged F1, every unit has an equal weight indepen-
dent on the true class of the unit. For the situation
that only the most likely class is predicted, the micro-
averaged F1 corresponds to the fraction of true posi-
tives within all cases, which is identical to the overall
prediction accuracy.

Additionally to the more traditionally used F1 score,
we also computed the MCC. The MCC measures the as-
sociation between true and predicted labels and gives an
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equal weight to each of the classes. As is shown in Pow-
ers [26] it is especially suitable for imbalanced data. For
the binary case the MCC is also known as the φ correla-
tion coefficient [27] which is related to the well known
chi-squared as follows: |MCC| =

√
χ2/M , where M

stands for the total number of test examples and χ2

stands for the well-known chi-squared. The MCC was
extended to multi-class classification by Gorodkin [28].

The reciprocal rank k, RRk(d), of document d eval-
uates the classification performance for soft classifica-
tion [29]. First, the rank rd of the true class for doc-
ument d is identified. If the true class is for example
the one with the third highest predicted probability, its
rank is three. The reciprocal rank is the inverse of the
rank: 1/rd. Since we are only interested in the first three
predictions, the reciprocal rank for all ranks higher than
three were set to zero. Therefore, RRk(d) is defined
as 1/rd if rd 6 3 and 0 otherwise. Likewise to F1,
both a micro- and a macro-average over all classes was
computed.

3. Filter uninformative websites

Unfortunately, not all scraped web pages contained
information about the economic activity. We refer here
to situations were one cannot determine the economic
activity from manual inspection of the text, let alone
derive it automatically. Maybe, in some of the cases
it would be possible to derive the NACE code in an-
other way, such as from pictures, from links to the web-
site or from underlying pages. We come back to this
point in the discussion. In this section we describe a
filtering step using supervised learning to identify those
uninformative texts.

3.1. Creation of a labelled set

A labelled set to filter uninformative websites was
created manually in the following way. Starting point
was the full set of 40,796 enterprises for which we have
a scraped web page. This set is referred to as set N (of
NACE code), because for all of those enterprises we
know the NACE code within the SBR. For a subset
consisting of 997 enterprises from set N, we labelled
the web page texts into three classes: ‘informative’,
‘maybe informative’ and ‘uninformative’. This subset
is referred to as set F. For set F, first of all, we selected
a small set of web pages with text such as ’domain
does not exist’ and labelled those as ’uninformative’.
Additionally, based on preliminary models, we took a

random sample of enterprises whose NACE code was
either always predicted correctly and a random sample
of enterprises whose NACE code was always predicted
incorrectly, such that approximately 50% of the labelled
set would be informative. The selected units were la-
belled manually by two independent raters of which
one was an expert for business statistics. To obtain an
inter-rater agreement, the MCC was computed for the
answers of both raters (on the basis of the three classes).
This inter-rater agreement was 0.866. For the final la-
belled set, the labels created by the expert were used.
Of the 997 websites, 456 were classified as informative,
391 as not uninformative and 150 as maybe informa-
tive. This final set F was split randomly in 80% training
and 20% test set. The evaluation scores are computed
on the test set.

3.2. Deriving features

Two different sets of character n-grams were used:
cleaned or full. The cleaned n-grams were created as
explained in Section 2.2. For the full n-grams, the text
was downcased and tokenised but all numbers and spe-
cial symbols were kept. In addition, we included sep-
arators, denoted by ‘_SEP_’, for the different HTML
sequences in the websites. We compared clean with full
n-grams, because exploration of uninformative texts
showed that they have a larger proportion of numbers,
symbols and separators. N-grams occuring in less than
two documents were deleted from the vocabulary.

3.2.1. Experimental design
We considered two filters: ‘strict’ and ‘lax’. ‘Strict’

considered both ‘maybe informative’ as well as ‘unin-
formative’ as containing no information on economic
activity, while ‘lax’ only considered ‘uninformative’
as containing no relevant information. Therefore it is
expected that lax filtering models are going to label
more websites as useful than strict filtering models. In
total we evaluated eight models: two statistical learning
algorithms (NB, SVM) times two n-gram sets (cleaned,
full) times two filters (strict, lax).

We evaluated these filter models by their micro-F1

and MCC score. A selection of these filter models (see
below) was retrained on the full labelled set F and was
then used to predict whether the web page texts of the
labelled set N were informative or not. This informa-
tive part is further referred to as the filtered set. Next,
we evaluated whether this filtering step improved the
performance of the NACE code prediction, by training
and testing a NACE prediction model on the full set
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Table 1
Results of models trained with the labeled set F

Model n-grams Filter MCC Micro F1

NB Cleaned Lax 0.703 0.891
SVM Cleaned Lax 0.587 0.804
NB Full Lax 0.721 0.897
SVM Full Lax 0.620 0.825
NB Cleaned Strict 0.563 0.766
SVM Cleaned Strict 0.705 0.818
NB Full Strict 0.611 0.790
SVM Full Strict 0.703 0.824

Notes. Models with bold numbers were retrained (F1 > 0.85; MCC
> 0.7).

and on each of the different filter sets. To do so, each
of those sets were independently, and randomly, split
into a 80% training and a 20% test part. Filter models
were selected if they had a micro-averaged F1 score
larger than 0.85 or a MCC larger than 0.7. The NACE
prediction model used for this purpose was NB with
n-grams and flat classification. This model was chosen
because it requires only little computational effort.

3.2.2. Results of the filtering algorithm
The scores per setting are given in Table 1. Values

for the MCC ranged from 0.563 to 0.721 and for micro
F1 from 0.766 to 0.897. Bold numbers indicate that the
evaluation metric was above 0.7 for MCC or above 0.85
for the micro-averaged F1. This resulted in four models
that were retrained in the next step.

The number of websites selected by the four models
to be useful are found in the final column of Table 2.
Subsequently, the NACE prediction model was trained
and tested for the different filtered websites. The first
row in Table 2 shows the result for a model that was
trained without using a filter. We found that both the
MCC as well as the micro F1 were higher in all cases
where a filter was applied. A strict filter led to a slightly
higher micro-averaged F1 and MCC than a lax filter.
The best performing model (SVM, full n-grams, strict
filter) was used as the filtering step to determine which
of the websites of the labelled set N were considered to
be useful. The resulting set of useful websites is referred
to as labelled set U. In total 20.6% of all websites were
classified as not informative according to this model.

4. Knowledge-based approach to predicting NACE
codes

4.1. URL features

Berardi et al. [6] found that the URL contains in-
formation about economic activity. In line with their

approach, we created URL features. First, the URL was
split in its components using the symbols ‘.’, ‘/’, ‘_’
and ‘-’ as separators. Every split part is assumed to be a
word. If these words are longer than three characters,
character n-grams (with n = 3 to 6) were created. A pre-
fix ‘URL:’ is added to every token. As a consequence,
URL features are handled separately by the algorithm
from ordinary text features. URL features were added
to both the character n-grams and concept features of
the main page. URL features were only included if they
had a document frequency of 10 or more.

4.2. Concept features

The concept features were derived from a dictionary
of keywords that were extracted from a semantic net-
work that has especially been designed to determine
the NACE code of businesses that register at the Cham-
ber of Commerce [30, sec. 2]. In this dictionary, each
NACE code has its own set of identifying keywords.
We expanded the set of keywords per NACE code to
be able to account for word variations. An additional
reason for expanding the word set was that the words in
the NACE dictionary were sometimes quite technical
and did not necessarily coincide with the terminology
used in website texts. We termed the resulting word set
concept features, because they represent words related
to the concepts underlying the definitions of the NACE
categories and therefore those words have a theoretical
association with our classification system of interest.

We used pre-trained Dutch word embeddings to find
words that were similar to those in the dictionary (for
an introduction to word embeddings, see Goodfellow et
al. [31, p. 464]). The word embeddings were trained on
multiple document sets with a vector length of 320 [32].
The following procedure was used to identify words
similar to the NACE dictionary. First, compound words
in the NACE dictionary were split by using the SECOS
compound word splitter [33]. Split words were manu-
ally checked and corrected; they were eliminated if they
did not refer to an economic activity (such as the word
‘bedrijf’, Dutch for company). For every word in the
dictionary, the top 40 most similar website words were
automatically added. Word similarity was estimated ac-
cording to the cosine similarity of the embedding vec-
tor of a NACE dictionary word with a web page word.
For example, the word embedding of the word ‘fiets’
(Dutch for bike) was compared to the word embedding
of the words in all web pages with a label ‘bike shops’,
yielding for instance ‘racefiets’ and ‘fietsketting’(racing
bike; bicyle chain).
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Table 2
Results of NACE prediction model with filtered data

Model Weighting n-grams Filter MCC Micro F1 # useful websites
No filter applied 0.452 0.462 40796
NB BM25 Full Lax 0.478 0.486 38950
NB BM25 Cleaned Lax 0.472 0.481 38886
SVM BM25 Cleaned Strict 0.499 0.508 32870
SVM BM25 Full Strict 0.503 0.511 32793

One disadvantage when finding similar words with
word embeddings is that hierarchical and other semantic
relations are not taken into account. As a consequence,
not all automatically retrieved words were really related
to the economic activity at hand. Therefore, a cosine
similarity threshold of 0.4 was defined and words that
appeared in an extensive Dutch stopword list were ex-
cluded. In total 21,333 words were selected in this way
for the final knowledge-based feature set.

4.3. Knowledge-based NACE hierarchy

The hierarchy levels of the NACE classification sys-
tem are not consistent in the sense that they do not rep-
resent the same level of detail. Manufacturing of goods
is spread over the two-digit NACE codes 10–33 while
the sale of those goods are classified at three-digit levels
and deeper (within 46 for sales to businesses and within
45 and 47 for sales to customers). This complicates
efficient learning of statistical models. As explained in
the introduction, instead of using the original NACE
classification scheme, we decided to apply the same
strategy as manual annotators at Statistics Netherlands.

An expert in business statistics created a two-level
NACE code hierarchy. The first level contained the ser-
vice sector and the production chain level (in case of
goods). The production chain was further split up into
manufacturing, sale to businesses, sale to customers,
repair and so on. The groups at second level were de-
limited such that group sizes were aimed to be approxi-
mately balanced while keeping the activities per group
as homogeneous as possible. (All NACE codes are
mapped uniquely upon those groups, to ensure that the
result can be used to assist manual editing.) The result-
ing classification system is given in the Appendix 38.
The originally 649 different NACE codes were grouped
into 22 first level and 111 second level classes. As a
consequence, groups of four or five digit NACE codes
are predicted, instead of individual codes. The result
was still clearly imbalanced with 46 examples for the
smallest and 1389 examples for the largest class.

4.4. Classification algorithm

4.4.1. Hierarchical classification model
We compared the use of the hierarchical classifica-

tion, according to the knowledge-based hierarchy, with
flat classification. Flat classification means to classify
all labels in the classification system at once. Hierarchi-
cal classification takes relations between first and sec-
ond level classes into account and thus reduces the num-
ber of labels that a classifier needs to discriminate [34].
The hierarchical algorithm that we implemented uses a
local classifier for each parent node [34]. In the training
phase, first a classifier for the first hierarchy level was
trained using all training examples. Subsequently, for
every node in the first level (called parent node) a new
classifier was trained for the underlying classes (child
nodes) with only those websites as training examples
that were labelled as belonging to the parent node. To
simplify the approach, all used classifiers within the
hierarchy were of the same type (so one learning algo-
rithm and one type of features).

4.4.2. Estimating classification probabilities
When the model performance was tested, a posterior

probability for each predicted NACE class (given the
web page text) was estimated. These posterior probabil-
ities are directly available for the NB classifier because
it is a probabilistic model, but this does not hold for
the SVM classifier. Instead, SVM estimates a decision
boundary between two classes and computes for each
point a distance to this boundary. With SVM, one can
estimate a posterior probability by using Platt scaling,
see Platt [35]. With Platt scaling, a logistic model is
trained with the class labels as dependent variable and
the distance to the decision boundary as independent
variable. These approximated posterior probabilities are
often referred to as confidence scores. These (approxi-
mated) posterior probabilities were subsequently used
to determine the overall first, second and third predic-
tion, over the two levels of the hierarchical classifica-
tion. Note that in case of flat classification with a SVM,
Platt scaling is not needed, since only the most likely
class is needed, which saves computational time.
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Table 3
Comparison of filtered and unfiltered model results using NB

Hierarchical Features Set U Set N
MCC Micro F1 MCC Micro F1

No Char. n-grams 0.503 0.511 0.475 0.484
Yes Char. n-grams 0.470 0.480 0.442 0.452
No Concept feat. 0.448 0.457 0.414 0.423
Yes Concept feat. 0.419 0.428 0.385 0.394

Table 4
Results of NACE prediction models for different experimental setups

Hierarchical Features Model MCC Micro F1 Macro F1 Micro RRk Macro RRk

Yes Concept feat. SVM 0.481 0.490 0.419 0.580 0.494
No Concept feat. SVM 0.478 0.488 0.424 0.589 0.512
Yes Concept feat. NB 0.419 0.428 0.358 0.518 0.443
No Concept feat. NB 0.448 0.457 0.390 0.548 0.480
Yes Char. n-grams SVM 0.520 0.528 0.457 0.617 0.536
No Char. n-grams SVM 0.500 0.509 0.464 0.625 0.556
Yes Char. n-grams NB 0.470 0.480 0.384 0.540 0.432
No Char. n-grams NB 0.503 0.511 0.420 0.566 0.458

In case of hierarchical classification, the probabil-
ities are estimated for each level separately, and the
final probability is obtained as the product of first level
(parent node) and second level (child node) probabil-
ities. Thus, P (1st level ∩ 2nd level) = P (1st level) ·
P (2nd level|1st level). When using this formula, the
sum of all probabilities for every case is equal to one,
so no further scaling of probabilities was applied. The
predicted class for every test example was the class with
the largest probability.

4.5. Experimental settings

In total, we evaluated four types of settings: two
labelled sets (N and U), two algorithms (NB, SVM), two
feature types (concept features and n-grams) and two
strategies for handling hierarchy (hierarchical versus
flat classification). Furthermore, we can evaluate results
at three prediction levels (most likely k classes with
k = 1, 2 or 3). This potentially leads to a large number
of combinations. We reduced the number of combined
settings as follows. The quality of the filtering algorithm
was only evaluated for NB models. Additionally, for
three well-performing models we present the effect of
the three prediction levels. To evaluate the effect of
the settings, we independently, and randomly, split the
labelled sets N and U into an 80% training and 20% test
part.

4.6. Results for predicting NACE codes

This section is divided into two parts. In the first part,
the filtering algorithm is evaluated by comparing NB

models trained on the labelled sets N and U. Subse-
quently, only the labelled set U is used to compare all
other different experimental settings.

4.6.1. Evaluating the quality of the filter
Table 3 shows the results of all NB models trained on

set U (filtered labelled NACE data) and set N (full la-
belled NACE data). All models showed a higher micro-
averaged F1 and MCC score on set U than on set N.
Therefore, the filtering step to identify websites that do
not contain information about economic activity was
successful. We found that the flat version of every algo-
rithm performs slightly better than the hierarchical ver-
sion. Also, the n-gram features performed better than
the concept features.

4.6.2. Evaluation of different experimental settings
The effect of classification strategy, feature type and

algorithm on NACE prediction is evaluated on the
labelled set U, see Table 4. Both MCC and micro-
averaged F1 yielded a score of at most slightly above
0.50. The micro-averaged RRk reached its maximum at
around 0.60. Macro-averages of both the RRk and the
F1 score were lower than their corresponding micro-
averages. Considering the full set of evaluation scores,
the best performing models were based on the SVM
algorithm with n-grams, for both classification strate-
gies. Among all NB models, those with flat classifica-
tion strategy and n-grams performed best. The concept
features did not outperform the n-gram features, but
differences were relatively small. Furthermore, differ-
ences in evaluation scores for SVM models with hi-
erarchical and flat classification were very small. For
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Fig. 2. Model F1 scores for the first, second and third prediction.

NB however, the performance for flat classification was
better than for the hierarchical one. To conclude, the
differences between most experimental settings were
relatively small.

For editing purposes, the predicted NACE class with
the second or third highest probability is also interest-
ing. As explained in the introduction, it may well be that
the main activity can be found on the web page but its
presence might be less pronounced than another activ-
ity. As an example, the text on the web page may focus
on selling furniture whereas the correct main activity is
manufacturing of furniture. Therefore, we recomputed
the F1 score such that if the NACE class with the sec-
ond or third largest probability for that unit corresponds
with the main economic activity we consider this pre-
diction to be a true positive. Both micro- and a macro-
average F1 were computed. For the best performing
models, the results are visualized in Fig. 2. As can be
seen, all models clearly performed better when the sec-
ond and third predictions were also taken into account.
For the best performing models, a micro-averaged F1

score over 0.70 could be achieved.
Finally, the distribution of the performance of the

classification algorithms over different classes was ex-
amined. Figure 3 shows the micro F1 score for every
class plotted against the number of labelled examples
per class. The models shown are the hierarchical SVM
and flat NB using n-grams. Figure 3 clearly shows that

classes with a higher number of examples had a better
classification performance, although some classes with
a small size were also predicted well. Some classes had
a micro F1 score of 0.9 or higher, implying that this
true class is often predicted as the most probable class.
The association between class size and micro F1 was
similar for both models. Different evaluation measures
gave similar results (not shown).

Two possible factors affecting model prediction per-
formance are the number of training examples and the
heterogeneity of the economic activities within a class.
Heterogeneity can be expressed by the number of dif-
ferent economic activities included within one class
but also in the size of enterprises that are represented
by that class. As a result, the data does not only have
between-class imbalance but also within-class imbal-
ance [36]. We looked into these aspects using the hi-
erarchical SVM model with n-gram features. Classes
with a small number of training examples (less than
200) and an F1 < 0.2 were compared with classes in
the same range of training examples but with model
F1 > 0.7. Typically classes in the latter group were
found to have rather homogeneous activities (taxi op-
erations, retail in pharmaceutical goods, professional
services: photographic activities) whereas members of
the former group were either far more heterogeneous
(installation: machinery and equipment, other computer
service activities) or it concerned activities that are not
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Fig. 3. F1 for different class sizes for two models with character n-grams.

so prominently present on the website (professional ser-
vices: activities of head offices). Relatively large classes
with good performance were also rather homogeneous
(e.g. freight transport by road, child-day care activities).

5. Discussion

The first aim of the present study was to explore
whether knowledge-based features can be used to reli-
ably predict the main economic activity of enterprises
from texts of dedicated websites, to support manual
editing. We found that just using keywords extracted
from a semantic network designed by Hacking [30]
did not result in an improved model performance com-
pared to the best performing models with character n-
grams. However, we believe that it is worthwhile to try
to improve the effectiveness of knowledge-based fea-
tures, considering that 1) the number of concept features
was much smaller than the number of n-grams whereas
model performance was only slightly worse and 2) the
advantage for official statistics of having features that
are interpretable and logically related to the output la-
bel. A next step with the use of knowledge-based fea-
tures could be to make use of word relations that can
be found in a semantic network, for an overview see
Sinoara et al. [37]. A simple approach could be that
every NACE code is represented by a limited set of core
words that are features of the machine learning model.

The core words are related to the actual words used in
the (web page) texts, referred to as descriptive words.
A key challenge is to automatically expand the con-
cept words with descriptive words. Perhaps semantic
networks like WordNet or neural nets like BERT [38]
can be used for this. When successful, such a generic
approach is potentially also interesting for other well-
defined classification variables in official statistics such
as ‘highest attainable education level’, ‘type of occupa-
tion’, ‘cause of death’ and so on.

Since classification of enterprises is an ongoing task,
it is important to avoid that the model performance
deteriorates because concepts have changed (concept
drift). Examples of economic activities prone to concept
drift are codes related to clothing and codes related
to IT-services. Lu et al. [39] provide a framework for
learning under concept drift. One task is to regularly
adapt the text mining model using an updated training
set. Furthermore, one should maintain the knowledge-
based features. We envisage a semi-automated system
in which potentially new knowledge-based features are
automatically found from new website texts; they are
manually added as new features if useful.

The second aim of the present study was to explore
whether the use of a knowledge-based hierarchy de-
signed by an expert would be helpful to reliably pre-
dict main economic activity of enterprises. The use of
the two-level hierarchy did not improve the classifier
performance relative to a flat classification. A possible



818 H. Kühnemann et al. / Exploring a knowledge-based approach to predicting NACE codes of enterprises based on web page texts

explanation for this finding is that some classes are too
heterogeneous to benefit from the hierarchical strategy.
The way to deal with heterogeneous classes needs to be
investigated further. For instance one might split some
of the classes into more homogeneous ones. However,
if the remaining classes then have a small number of
enterprises, automatic text mining might simply not be
feasible for those classes.

The overall performance for the top-one predictions
of the best model(s) measured with both micro-averaged
F1 and MCC were slightly above 0.5. When using the
top-three predictions, the micro-averaged F1 increased
till 0.74 and the corresponding macro averaged F1 till
0.68. While this is a good starting point for developing
a system to support manual editors of NACE codes, im-
provements are needed. In addition to the (knowledge-
based) features and the hierarchy, also the number of
training examples is a potential point for improvement.
Different machine learning methods have already been
developed to cope with the presence of noisy labels, see
for instance Frénay and Verleysen [40] and references
therein. Options are for instance the use of noisy-robust
statistical learners and expanding the training set with
those cases that are predicted with high-confidentiality
and share the same label in the SBR. Preliminary results
for our case study with those methods (not shown) how-
ever yielded only a very limited increase in model per-
formance. We therefore expect that improvements con-
cerning the features that are input into the algorithms
are more effective.

In the present study, we applied a filtering step to
identify websites that do not contain information on
economic activity. We tested this by first applying the
filter model and then splitting the resulting part into
a training and test set, independent of the test set for
not applying a filter. Therefore the test sets had a lim-
ited overlap, which is less efficient for detecting differ-
ences. In next studies, it is more efficient to first split
the complete labelled set into a training and test set, and
then apply the filter model to both sets. Nonetheless,
for all NACE prediction models the performance was
better for the filtered set compared to the full set, which
clearly indicated that the filtering step was effective.

Of course, the drawback of filtering uninformative
websites is that for this portion of enterprises (20%)
we were unable to predict a NACE code. Part of those
websites certainly do not contain any information about
economic activity, such as domains that are no longer
active. It is therefore useful to filter those websites.
Nonetheless, it is also interesting to investigate whether
it is possible to predict economic activity for a part

of the websites that were currently filtered. A possible
approach would be to predict economic activity based
on the texts of pages underlying the main page and/or
based on texts obtained from social media profiles, for
which links on the business websites can be found.

We foresee a number of future research activities.
Firstly, instead of predicting the NACE code for ev-
ery unit, we could also take the registered codes as the
starting point and limit ourselves to identifying which
of those codes are likely to be incorrect. That supports
selective editing by manual editors. Secondly, besides
dedicated website texts one could explore the suitabil-
ity of other sources to learn about enterprise activi-
ties, such as pictures, website links, social media activ-
ities, news articles, yearly reports and (publicly avail-
able) membership lists. Thirdly, instead of mapping
available information to a fixed activity classification
it would also be very useful to group similar activities
without using a prescribed classification. For this task,
unsupervised methods could be used. Finally, there is
public interest in all kinds of new (binary) classifica-
tions, such as whether enterprises are innovative, have
environmentally-friendly activities, can deliver prod-
ucts at home and whether they have a family business.
An interesting research topic is whether it is feasible to
use a pre-trained machine learning model which gener-
ically picks up different enterprise activities and that
could subsequently be adapted for a specific classifi-
cation after additional training; see Du et al. [7] for an
example.
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Appendix

NACE classification system

Table 5
The custom NACE classification system used for prediction

First hierarchy level Second hierarchy level (NACE)
Cleaning activities General cleaning of buildings (8121); other cleaning activities (8122, 8129)
Manufacturing Machinery and equipment (26–28); oil-based and chemical products (19–22); wood and construction materials

(16, 23); food, beverages and tobacco products (10–12); furniture (31); motor vehicles and motor cycles (29,
3091); other transport equipment (301, 302, 303, 3092, 3099); other manufacturing (32); paper and printing
(17, 18); metal (24, 25); Clothing, shoes, leather, textile (13-15)

Car trade Motor vehicles and motor cycles (451, 453, 454)
Other real estate activities Other real estate activities (6810, 6832)
Employment activities Loan desks (78202); temporary employment agencies (78201); payroll service bureaus (7830); employment

placement agencies (7810)
Travel sector Tour operator and reservation service activities (7912, 7990); travel agency activities (7911)
Other service activities Agricultural support activities (016); funeral and related activities (9603); washing and dry-cleaning, physical

well-being (9601, 9604); hear dressing and beauty treatment (9602)
Energy, water and waste Water, sewerage, waste management (36-39); energy (35)
Repair Machinery and equipment (3312, 3313, 3314, 951); other repair (3311, 3315-3319, 952); motor vehicles and

motor cycles (452)
Renting and leasing Machinery and equipment (773); motor vehicles and motor cycles (771); lease (7740); real estates (682);

personal and household goods (772)
Professional services Legal and accounting activities (69); market research and opinion polling (7320); specialised design activities

(741); scientific research and development (72); architectural activities (7111); facilities support activities
(8110); engineering, technical consulting (7112, 712); landscape service activities (8130); other professional,
scientific, technical activities (7490); photographic activities (742); office support activities (82); advertising
(731); management consultancy activities (702); translation activities (7430); security and investigation activities
(80); activities of head offices (701); veterinary activities (7500)

Retail trade Automotive fuel (4730); food, beverages and tobacco products (4711, 472); other retail trade (4719, 4752,
47597, 476, 47741, 4775-4777, 47782, 47789, 4779, 47911, 47913, 47916, 47918, 47919, 4799); electrical
household appliances (474, 4754, 47781, 47912); pharmaceutical and medical goods (4773, 47742); furniture
and home accessories (47591-47596, 47915); clothing, shoes, leather, textile (4751, 4753, 4771, 4772, 47914)

Activities on fee or
contract basis

Machinery and equipment (4614); other activities on a fee or contract basis (4611-4613, 4615-4619); real
estates (6831)

Construction Other specialised construction activities (439); electrical installation (4321); plumbing, fitting, piping systems
(43221); floor and wall covering (433); development of building projects (4110); other construction installation
(4329); demolition and site preparation (431); civil engineering (42); installation of heating systems (43222);
buildings (4120)

Transport Other transport (4910, 4920, 4931, 4939, 4950, 51); water transport (50); postal and courier activities (53); taxi
operation (4932); support activities for transportation (522); warehousing and storage (521); freight transport
by road (494)

Installation Machinery and equipment (332)
Accomodation and food
service

Short-stay accomodation (552); fast-food and ice cream vendors (56102); hotels (551); restaurants (56101);
beverage serving activities (5630); canteens and event catering (562)

Whole sale trade Machinery and equipment (466); whole sale of other consumer products (46436, 4645, 4648, 4649); oil-based
and chemical products (46711, 46712, 4675); informa tion and communication equipment (465); wood and
construction materials (4673); food, beverages and tobacco products (463); electrical household appliances
(46431–46435); pharmaceutical and medical goods (4646); metal (4674); agricultural raw materials and live
animals (462); furniture and home accessories (4644, 4647); other whole sale (46713, 4672, 4676, 4677, 469);
clothing, shoes, leather, textile (4641, 4642)
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Table 5, continued

First hierarchy level Second hierarchy level (NACE)
Information and communi-
cation

Information service activities (63); publishing activities (581); production and distribution of movies, television,
radio (59, 60); telecommunications (61)

Computer-related services Software publishing and computer programming (582, 6201); other computer service activities (6203, 6209);
computer consultancy activities (6202)

Care Social work activities for elderly (88102); child day-care activities (8891); other social work activities without
accomodation (8899); company doctor and medical laboratory (86922, 86924)

Mining and quarrying Mining and quarrying (06, 08, 09)


