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Abstract. Official statistics are fundamental to democracy. With increasing demands for more relevant, frequent and rich statis-
tical information, and declining resources, National Statistical Offices are continually looking for more cost effective ways in the
production of official statistics. With the advent of the Internet of Things, they are increasingly exploring opportunities to harness
Big Data as a source for official statistics. Use of Big Data, however, raises a number of ethical and statistical challenges for offi-
cial statisticians, which are explored in this paper. This paper also proposes methods to adjust for self-selection bias, or coverage
bias, normally associated with Big Data, by utilising random samples generally available from National Statistical Offices. We

conclude that National Statistical Offices are generally well equipped to address these challenges.
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1. Introduction

In his presidential address to the Royal Statistical
Society of the United Kingdom in 2008, Professor Tim
Holt who was also the first Director of the Office of
National Statistics, UK, said:

“Official statistics are important. They are used to
monitor public policies and public services and
provide a window on the work of government.
They are used to inform decision makers and the
public about the status quo such as monitoring ex-
isting public policies and the current performance
of the public service” [1].

His view is also underpinned by one of the United
Nations Fundamental Principles of Official Statistics,
in which it was stated that:

“Official statistics provide an indispensable ele-
ment in the information system of a democratic so-
ciety, serving the government, the economy and the
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public with data about the economic, demographic,
social and environmental situation” [2].

High quality official statistics rely on the availabil-
ity of good data sources from which statistics are pro-
duced. Many such sources are available for official
statistics and, in recent times, official statisticians have
started looking at sources beyond the traditional data
sources like censuses and surveys and administrative
sources for compiling official statistics [3].

Census and survey data in which official statisticians
have ultimate control on the what, how, and when to
collect have been regarded as the gold standard data
sources. Also called “designed” data, censuses and
surveys are expensive to conduct and with increasing
difficulties in establishing contact with, and declining
cooperation from, providers, the representativeness of
these sources for the target population which suffer
from high non-response rates, is put in doubt.

Administrative sources have also been used by offi-
cial statisticians over decades to compile official statis-
tics, e.g. birth, death, migration records for vital statis-
tics, custom manifests for trade statistics etc. National
Statistical Offices (NSOs) which have good access to
registers in countries have developed sophisticated sys-
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tems to exploit these sources for official statistics. For
example, Statistics Netherlands have been using regis-
ters to replace the tradition censuses to compile popu-
lation statistics over the past two decades [4].

In recent times, commercial transactions data are be-
ing increasingly used for official statistics. Typical ex-
amples are the use of scanner data, and web scraping,
to get prices to compile the Consumer Price Index [5],
and telematics data collected by freight companies to
track movement of vehicles for safety and efficiency
and to compile freight statistics. An experimental study
in the use of telematics data in the Australian Bureau
of Statistics (ABS) is given in [6].

The “Internet of Things”, i.e. the interconnection via
the Internet of computing devices embedded in every-
day objects, enabling them to send and receive data,
have provided potentially new data sources for official
statistics. From the official statistics’ perspective, such
sources included data from sensors e.g. earth observa-
tions data or satellite imagery for crop classification or
yield statistics, smart meters for energy use statistics,
and mobile phone data for tourism or population statis-
tics. Experimental studies on the use of satellite im-
agery data for crop classification in the ABS by using
State Space Models have been carried out [7-9].

Data from behaviour metrics and online opinions are
also increasingly available from technology companies
and there are also novel uses of these sources e.g. now-
casting [10] or sentiment data [3].

From the official statistics’ perspective, the collec-
tion of the above sources is considered as Big Data.

Tam and Clarke [11] outlined the benefits of using
Big Data sources to improve the cost effectiveness in
the production of official statistics, and also the chal-
lenges including the maintenance of trust in official
statistics, which requires amongst other things, one’s
ability to draw reliable statistical inference from such
data sources, some of which are well known to suf-
fer from self-selection biases. Elliott and Valliant [12]
have outlined two general approaches for correcting
such biases, i.e. the use of pseudo weights and super
population models which require strong assumptions
about the properties of the data. Tam [9] proposed a
framework for analysing earth observations data using
dynamic super population models for predicting crop
classification and yields.

In this paper, we will address two dimensions in the
use of Big Data, namely, ethics, and statistical adjust-
ments that may be used to adjust for selection biases,
from the point of view of official statistics.

2. Ethics and trust

According to Wikpedia, ethics are:

“. .. moral principles that govern one’s behaviour or
the conduct of an activity”

and the principles underpinning professional ethics in-
clude:

“...honesty, integrity, transparency, accountability,
confidentiality, objectivity, and acting lawfully...”

which are also espoused in the UN Fundamental Prin-
ciples [2], the International Statistical Institute’s “Dec-
laration on Professional Ethics” [13], and the Codes of
many professional statistical associations, e.g. Ameri-
can Statistical Association [14].

Trust is the currency for official statistics. If offi-
cial statisticians act unethically, official statistics and
the institutions producing these statistics will lose the
trust from the users of the statistics. Whilst trust takes
years to build, it does not take long to lose it, as well
stated in the Dutch proverb: “Vertrouwen komt te voet
en vertrekt te paard”.

3. Ethical challenges

The ethical challenges faced by official statisticians
when using Big Data are:

— The boundary between public good and private
good;

Privacy and confidentiality;

Transparency;

Equity of access; and

Informed use of information.

In addressing these ethical challenges, the official
statistician will be guided by such values as profes-
sional integrity, rights of society vs rights of data cus-
todians, and rights of individuals.

3.1. Boundary between public good and private good

Unlike censuses and surveys which are created and
owned by NSOs, and administrative data owned by
government agencies, which are often shared with
NSOs, most of the newer Big Data sets are created
by commercial organisations who we shall describe as
data custodians for the purpose of this paper.

In spite of having custodianship of these data sets, an
interesting question arises as to who has ownership for
the data. Are they the data custodians, or the individ-
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uals who provided these data in their transaction with
these commercial organisations, i.e. data subjects? For
example, whether the information provided to a com-
mercial company when creating an account with the
company, and the subsequent activities carried out by
the account holder and are logged by the companies,
belongs to the company or the individual. Clarity on
this issue may, however, but not necessarily always, be
provided by referring to the terms and conditions of
use of the facilities for transacting with the commer-
cial organisations agreed by the data subjects. If the
data is considered to be not owned by the data custo-
dian, can the private company provide such data to an
NSO for the production of official statistics? In Aus-
tralia, a Federal Court in 2017 ruled the meta data re-
lated to customers using telecommunication services is
not personal data and therefore the telecommunication
services provider is not obliged to provide the data to
the customer [16].

Provided that commercial organisations have owner-
ship of the Big Data, what is the obligation for these or-
ganisations to provide the data to NSOs for public good
purposes? Given the commercial value of the data sets,
what is the boundary between public good and private
good?

For decades, NSOs have been getting the coopera-
tion of these organisations to provide information on
their operations, e.g. inventories held, sales informa-
tion, number of employees, industry etc. Are NSOs
empowered by statistics legislation to require commer-
cial organisations to provide information on their cus-
tomers and their activities, and should they?

If they are prepared to release their data to the NSO
for the compilation of official statistics, how does the
official statistician ensure:

— the statistical products they produce from the Big
Data do not directly compete with the commercial
products produced by the same Big Data source,
thus harming the commercial interests of the Big
Data custodians?

— the anonymity of the data custodians is protected,
where this is requested?

Provided that there is more than one data custodi-
ans to provide the data for the production of a partic-
ular field of official statistics, we argue that the sec-
ond ethical challenge is not new and NSOs have de-
veloped and applied sophisticated statistical disclosure
avoidance techniques in their data products, which can
equally be applied to data provided by Big Data cus-
todians. However, the first challenge is relatively new
and requires good judgement in the development of
data products by the NSO.

3.2. Privacy and confidentiality

Whilst in ordinary usage, the terms privacy and con-
fidentiality are used interchangeably, they have differ-
ent statistical meaning and different obligation on an
NSO. In general terms, privacy is the right of an in-
dividual to control the information related to the per-
son and be freed from intrusion. Confidentiality on the
other hand is the obligation on the custodian of the pri-
vate information to keep it secret and from being dis-
closed.

In deciding on the information to be collected in a
census or survey, the NSO has to balance between re-
specting one’s privacy, and the need for information for
society’s decision making, and public good. This bal-
ance is generally informed by consultation with the rel-
evant stakeholders, including privacy commissioners,
affected individuals and users of the statistical infor-
mation. In the case of Australia, impact assessments on
privacy are normally conducted on Australian Bureau
of Statistics (ABS) collections as a matter of course,
and for high profile collections, they are conducted by
independent consultants. This will inform the NSO if
the collection processes are consistent with the Infor-
mation Privacy Principles and whether any privacy im-
pact from the proposed statistical enquiry is within or
beyond community expectation. As well, the statistics
legislation requires the ABS to table in Parliament all
proposed topics to be asked in any compulsory col-
lections, which provides another check on whether the
right balance between privacy and public good has
been struck.

With the extensive development of statistical disclo-
sure avoidance methods over the past decades, it can be
argued that NSOs are well equipped in protecting the
confidentiality of individual’s private information in its
data releases, whether they are in the form of aggregate
statistics, or unit record files. As a matter of fact, there
is a contemporary view that NSOs are too conservative
in their policy on the privacy stance for releasing unit
record files, which led to a number of NSOs, includ-
ing the ABS, looking at beyond safe data protections,
e.g. safe projects, safe users, safe setting and safe out-
put [17,18], in more recent data release practices.

In the Big Data space, consideration on the privacy
of the information provided by account holders or re-
lated to the account holder’s activities will be differ-
ent from that of a statistical collection. Unlike statisti-
cal collections which, backed by statistical legislation,
oblige respondents to provide the information to the
NSO, information from Big Data is either voluntarily
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provided by account holders, or a by-product of their
activities with the account. However, as mentioned be-
fore, there are questions on ownership of this infor-
mation, whether the data custodians have the authority
to release this information for use by others including
NSOs, and if the information is released, whether is it
done in a way that the privacy of the account holders is
protected.

In deciding whether it is ethical to use a particular
Big Data source in the production of official statistics,
it is prudent for NSOs to consider whether it is legit-
imate to use the source, undertaking a privacy impact
assessment to consider privacy issues arising from its
use (e.g. integrating a Big Data source with NSO’s cen-
sus or survey data), and applying statistical disclosure
avoidance techniques in its data releases involving the
source.

3.3. Transparency

By transparency, we mean openness in the processes
and methods used in the collection, processing, compi-
lation and dissemination of the statistics. Transparency
is important as it provides the information needed to al-
low users of official statistics to determine if valid sta-
tistical inferences can be made from the statistics, and
also if the statistics are fit for the purposes to which the
statistics are to be put.

This challenge is generally met by NSOs through the
publication of methodologies used in the production
of the statistics, including collection instruments, sam-
pling methods, where applicable, non-response follow
up or adjustment methods for assessing measures of
uncertainty, and data visualisation.

When Big Data are used in the production of official
statistics, selection bias correction such that those de-
scribed in Section 4 below will be required. The trans-
parency challenge for Big Data will be met if the NSO
publications on methodologies will be extended to in-
clude selection bias correction methods.

3.4. Equity of access

With the advent of the Internet, governments are in-
creasingly adopting a policy of open data and open
access — see for example data.gov, data.gov.uk and
data.gov.au. Increasingly too, NSOs are also making
their data freely available to all, thus removing the fi-
nancial barrier to access, and making statistical avail-
able to, and accessible by, all [23].

Because some statistics produced by the NSO are
market sensitive, and owing to the need to ensure that
the statistics are not seen to be subject to political inter-
ference, many NSOs have a policy of making statistics
available to users only after official release. This en-
sures “a level playing field” for users, and no one will
have an advantage, financially or otherwise, from prior
access to the information.

In some NSOs, however, limited access to official
statistics prior to official release is allowed under “lock
up” arrangements, where users are not allowed to com-
municate with people outside the lock up, or leave it,
until official release of the statistics has occurred. The
benefit of such arrangement is to allow the users to pre-
pare briefings on the statistics in time to be used after
the lock up.

Where the statistics are compiled using Big Data,
it is logical for existing policy on equity of access to
be extended to these statistics, and where needed, lock
ups to be arranged for pre-embargo access to official
statistics compiled using Big Data sources.

3.5. Informed use of information

Informed use of the statistics requires, amongst
other things, the provision of meta data describing the
quality dimensions of the collection in accordance with
quality frameworks — see for example, the ABS Data
Quality Framework [24]. Quality Declarations can also
be used to describe certain class of statistics [25].

Providing this information to facilitate informed
use of the statistics is now common practice amongst
NSOs and, provided the same practice is extended to
Big Data sources, we do not see any new ethical chal-
lenges in this area with the use of Big Data sources in
producing official statistics.

4. Selection bias correction

The challenges in using Big Data to make valid
statistical inference about finite population (and super
population) parameters are well known [11,19]. In par-
ticular, certain types of data sets from the Internet of
Things can be subject to serious selection bias, the use
of which will require well designed statistical adjust-
ments for official statistics production.

4.1. Fundamental theorem for estimation error

In a key note speech to the 2016 Royal Statistical
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Society conference, Meng [20] gave the following fun-
damental theorem for estimation error:

R 1-f
Hg — Hg = 7 PI.g0g
where
N
;g(yi)
M=
N
; Lig(y:)
ﬂg =

Np

g is a function of the the N values of the finite popula-
tion, y1, ...., yn, I; = 1if y; is included in the Big Data
set (i.e. observed), or O otherwise, for i = 1,..., N,
p1,g is the correlation between I and g(Y) and o =
Var(g(Y')), where the expectation is over a uniform
distribution, unif{1,N}, f = Np/N, and Ng = the
size of the Big Data set and is assumed to be fixed
throughout this paper.

Assuming the sample of N observations of y; is se-
lected by a probability mechanism, ¢, which in the Big
Data case, would generally be unknown to the analyst,
then

. 1—-f
Ec(fig — pg)? = TEc(p?,g)Uﬁ

where the Defect Index [18], E¢(p7 ,), is simply
if ¢ is the probability distribution associated with sim-
ple random sampling. If the observations are recorded
from Big Data, Np will be very large (but still not
equal to NV so that f < 1), and if the selection bias is
ignored, the variance of p, will be incorrectly assumed
tobe (1— f)o7 /Np, resulting in very small confidence
interval and leading to incorrect inference about .
This is what Meng [20] coined as the Paradox of Big
Data i.e. the larger the Big Data size (but with f < 1),
the more misleading it is for valid statistical inference.
For proper inference, Meng [20] showed that the effec-
tive sample size, np, for a Big Data with size of Np is
approximately T BT

Consider the special case of g(y;) = y;, and y; =0
or 1, i.e. Y; is a binary variable. Suppose further

p=Pr(Y; =1)
b="Pr(I; =1|Y; =1) — Pr(I; = 1|Y; = 0)
. Pr(l; =1|Y; = 1)
Pr(l; = 1[Y; = 0)’
Then it can be shown [21,22] that:

Table 1
Effective sample size to estimate the proportion of English speakers
at home, with different values of f and b

Response bias, b
Big Data fraction, f ~ Big Data size 1% 5% 10%

1/10 2,340,189 507 20 5

1/4 5,850,473 3,171 127 32

1/3 7,722,624 5,525 221 55

172 11,700,946 12,684 507 127
Table 2

Statistical bias, B, in estimating the proportion of English speakers
at home, with different values of f and r

Response bias, r
Big Data size 1.1 1.3 1.5

Big Data fraction, f

1/10 2,340,189 2% 4% 7%
1/4 5,850,473 2% 4% 7%
173 7,722,624 2% 4% 7%
172 11,700,946 2% 4% 7%

Note: +ve sign means over estimation.

_ f*N
" (1= p) (N —1) + f
) 12
T p(1—p)’

given that N is large and provided that b > 0. The
bias, B, of the estimator of p derived from Big Data is
B = _pl(lzf)(l)_T)'
—i—r)p
Note that both B and the approximate n.g are both
independent of Np.

4.2. An example on effective sample sizes and
selection bias

To illustrate the power of Meng’s Fundamental The-
orem, assume that we want to estimate the proportion
of Australians who speak English at home from a “Big
Data” set which comprises between 10% to 50% of the
Australian population (estimated to be over 23 million
from the 2016 Census of Population). The proportion
derived from the Census was 73%. Tables 1 and 2 pro-
vide values of the effective sample size, and the esti-
mation bias, for different value of the Big Data size, b
and r respectively.

It can be seen that the inferential value of Big Data
is limited by the extent of selection (absolute) bias, b.

Similarly, the bias in estimating the proportion of
English speakers at home depends on the relative se-
lection bias, b.

4.3. Selection bias correction for proportions

How do we adjust for selection bias in Big Data?
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In general, we can use consider the use of pseudo
weights [12]. Let

w; ' =Pr(l; =1)

= EC(IZ)7
N
> Liwig(yi)
ﬂg = 1T’
Then
N
> E(Liwig(Y:))
E(fig) = T————
N
ZliEc(Ii){wig(K-)}
- N
= Hg-

In the sequel, we will write E'(.) instead of E(.) to
simplify notations.
In the special case of g(y;) = v;,ys =0or 1, ug =
Y
Np
> Yi
1
Np
denotes the estimate of p based on the Big Data set, B
etc. as above, from
Pr(Y =0) Pr(I=

Pr(Y=1) Pr(I=

ﬂg:ﬁB:

or
(9:7“93,
where
PV =0) PV =0T=1)
b= oy =1 ™= sy ==y

Noting p = (14 6)"! and 5 = (1+05) "L, where
Ngp
> Iy =0)
5 1
HB = g =
;I(yi =1) leyz

is an estimate of 6, an estimate of p, p, can be pro-
vided by the following:

or

where

G-)

AP )

(7% -1)
B

is an estimate of r.
Puza and O’Neill [21] derived the same result by
showing that

f:

1 —p(1—7)
v 7
and thus
N
> Liwy;
.
b= 7NB
1—p(1—7) .
_1-aC )pB
T
and hence
b= DB
7 — Pt + DB

To estimate the variance of p, Var(p), note that using
Taylor expansion:
1 1 A

ﬁi(uo) B (1+9)2(9_9)

=p—p°(0—90).

Var(p) = p*Var(9)
= p*Var(i0p)
= ptopVar(P),
noting that
Var(flg) = E(flg — r0p)?
= E(70p — rfp)*
= 0% Var(7),

asfp = 0p given Var(ég) = 0 when N is large.

To obtain the approximately unbiased estimate, p of
p and associated uncertainty, S”E(ﬁ), the question re-
mains on the estimation of r and its standard error. Us-
ing a random sample of the target population, A, avail-
able from the NSO and assuming that matching of the
units in the random sample with the Big Data set is
possible, after which, we can observe, for each of the
n units in the random sample, the value of the vari-
ables, I; and Y}, to indicate if the unit is in the Big Data
set (I =1)ornot (I =0)andif Y =1 or 0. Using
these data, the following Table can be constructed from
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Table 3
Counts of units with different values of / and Y from the Simple
Random Sample

I=1 I=0
Y=1 a b
Y =0 c d

Note: a, b, ¢, d denote unweighted counts.

which 7 can be estimated using maximum likelihood
by

- _a_ a
%o ct+d no

Using Taylor expansion, assuming the random sam-
ple, A, is drawn by simple random sampling without
replacement and ignoring the finite population correc-
tion, it can be shown (see Appendix 1) the variance of
7 can be estimated by:

A . Lo .
Var(r) = —Var(pr — 7o)
%0
where

Var(¢r) =ny'¢1(1—¢1)
Var(go) =ng ' ¢o(1— o)
COV(@D @0) = 07

which leads to

22 2
var() = = (L —1)+ 2 (= -1

ny \ ¢1 no \ Yo

2

()
N (Psrs \¥1
e ()
(1 — psrs) \ Po

n = ny + ng and Psgs = nl/n.

where

Thus, noting that
R 1 1 1
R
bB p r
1 1 1
T
n | Psrs \ ¥1
1 1 '
+t— (-1
(1 — Psrs) <900 ) }

In other words, the correction factor, &, to be applied
to the standard formulae for estimating the variance of

pis:

SE(p) = p(1 — p)

RRENES)
)

giving SE(p) = k pa-p)

n

4.4. An optimal choice of selection-bias adjusted
estimator

Which estimator, p or psgs, should one use to esti-
mate p? If 1 > 1/2 and $¢ > 1/2, from

Var(p) = (1 - p)? { = ( L 1)

p*(1—p)? (M)

= Vdr(ﬁszes),

i.e. the estimator from the Big Data is preferred, recall-
ing that pggs is an estimator of p.

The strong requirement that min{®g, 1} > 1/2 for
the estimator from Big Data to perform better than that
from a simple random sample is another demonstra-
tion of the corollary of the Fundamental Theorem of
Estimation Error, namely, that the effective sample size
of Big Data is not as good as one imagines, even with
selection bias adjustment. In fact, as pointed out by a
referee, unless the requirement min{g, $1} > 1/2 is
met, the random sample plays the main role for estima-
tion, with information being supplemented by the Big
Data source, rather than the other way around.

However, noting that Cov(p, psrs) = 0 (Appendix 2),
and from the Gauss-Markov theorem, the best linear
combination, in terms of minimal variance, of p and
Psrs 18 give by p, where

pVar(p)~t + psgsVar(psrs) !
Var(p)=! + Var(psgs)

ﬁ:

with

B 1

~ Var(p)~! + Var(psgs)
being smaller than Var(p) or Var(psrs)-

Var(p)
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In other words, one can always get a better estimator
by borrowing strength from both the biased-adjusted
estimator from Big Data, and the estimator from the
random sample.

4.5. An alternative method for selection bias
correction

Alternatively, if matching of the Big Data units to
the random sample is not possible, but there is aux-
iliary information available from both the Big Data
set and the random sample, say x; = k, where k =
1, ..., K, and provided that:

Pr(l; =1|Y; =1,X; = k)
= Xk

where xj denotes the propensity of unit i with auxil-
iary value z; to be included in the Big Data set, then
this propensity can be approximated by dividing the
number of Big Data units that have a value of k£ by the
estimated number of units in the target population that
have the same value of k. Mathematically this can be
denoted by:

> I(zi=k)

i€B

FTS wail(z = k)
i€A

X

where w 4; denotes the weight of the ith unit in the ran-
dom sample, and recalling B and A denotes the Big
Data set and random sample respectively. In this case,
a different estimate of p is possible, namely,

Np
> Yi/Xi
7
N
where x; = Xk, if x; = k.
Assuming the sample is drawn using simple random
sampling without replacement, then

5 (e =)

)A(k _ i€B
Z wAiI(JCZ‘ = k)
i€EA
_nNp,
N ng
= wlzl
where

nk:ZI(l’ =

€A
N
WAa; — —.
n
Let
NBkl = Zyil(xi = /{J)
i€EB

be the number of y.s with y; = 1, and ©; = k, then p
may be rewritten as

K
ijNle
J
N
o - n NBj ’
J

Then

3>
Il

Npji N1 (T T
+ZZ Np. Np, V(?Z)
J=11#5 I

given Var(]x,il) = 0 for large Np,; and Np,,

j =1,..., K. It can be shown (Appendix 3) that an ap-
proximately unbiased estimator of Var(p) is given by:

K

AN 1 n; Nle 2
Var(P)—in_l zj:n<NBj>

It is easy to see that the above method can be ex-
tended from binary to multi-nominal variables, which
we shall not further discuss in this paper.

4.6. Relaxing the assumption of a constant r

In deriving the estimator of p in Section 4.3, we
made the assumption of a constant r, that is,

Pr(l; =1Y; =1)

Pr(l; = 1Y, =0)

for i = 1,...,N. Where this assumption cannot be
made, but when auxiliary information z; is available

i =
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for all the units, we can extend the idea of Section 4.5,
when matching of the random sample to the Big Data
set is possible, by using

Np .
Z yz’/)‘i
N
where j\i = j\k, if z; = k, and

Syixl(xi=k)xI;
5, — ‘€4

T TS ik = k)

i€A

p:

for simple random sampling.

Letnp,1 = Y yixI(x; =k)*«L;,ng = > yi %
igA €A
I(.’El = k) then A\, = an/nk,

K
2 wiNp1 g

Y _ n;1 Np;1
P=""N _Znle N
and
K 2
Np;1 151
Ve 5) — J Y J
ar(p) z]:< N ) ar(nle
Np.1 N i
+ZZ Bj;1 Bllcov(njl 7 nll)
=112 nB;1 NB;1
. Np;1
given Var( N ) = 0 for large NB Lj=1.,K.

— — 1 _ 1/ _
an, =%, =%~ a(
Aj), it can be shown, using arguments similar to those

of Appendix 2, that:
j 121 —=)
Var(nﬂ);/\4 i i)

nB;1 nj1

and

nj1 N .
Cov (J, ) =0.
np;1 NpB1

Hence

5. Conclusion

In this paper, we have argued that there are no new
ethical challenges in relation to equity of access and
informed use of statistics compiled using Big Data
sources.

However, there are new ethical challenges in de-
termining whether the commercial information held
by companies can be used by NSOs because of data
ownership and the need to adhere to information pri-
vacy principles. If the information can be provided to
NSOs for official statistics production, and provided
that there are more than one data custodian, statistical
disclosure avoidance techniques may be applied to pro-
tect the confidentiality of the information provided by
the data custodians.

As well because of the self-selection bias of many
Big Data sets, the inferential value of Big Data where
such bias exists, can be substantially reduced. This pa-
per also shows that, in the case of binary variables, the
bias of the estimate remains constant and does not re-
duce even with increasing the size of the Big Data set.
Using random samples of the target population avail-
able from the survey operations of a NSO, this paper
also outlines methods for adjusting the self-selection
bias to estimate proportions, depending on whether
data matching is possible or if auxiliary information is
available, and assessing the uncertainties of the result-
ing estimates.
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Appendix 1

Let r = 1/po. Using Taylor expansion, we have

R 1, R
F=r+—($1—rdo)
¥o

and

p ==+ . ( )
= — = —_—\a — n
901 n1 901 E(?’Ll) 901 !

where o1 = E(a)/E(n1) = A/N; say and F(n;) =
nNy /N, recalling N is the size of the target popula-
tion. Under simple random sampling without replace-
ment and ignoring n/N, we have

o) o (1)

Var(ny) = nL (1 - N1>

Thus
Var(a — @iny) = Var(a) + 3 Var(n,)

A
—2¢1Cov(a,ny) = nﬁ(l — 1)

and

Var(1) = {E(m1)} o1 (1 — 1)
Similarly, Var($o) = {E(ng)} 1¢o(1 — () fol-

lows the same arguments. Finally, proof of

C()V(@l, @0) =0

follows by noting

Cov(p1,90) =
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Cov(a — p1m1, ¢ — wong)

Cov(a,¢) = Covla, pono) = Covlpin, )

A C
= Cov(p1n1, pong) = —na (N) (N> )

C = E(c).

where

Appendix 2

Using Taylor expansion, we have

p=p—p*0-0)
=p

—p* (705 — 0)
72:7"4'%(%31 — 7o)
and
. a 1
® " =1+ E(nl)(a—sﬂlm)
Then

Cov(p, psrs) = —p>Cov(70p, Pss)
= —p*0Cov(F, psrs)
= —p*05Cov (901 — Yo 7ﬁSRS)
¥o
=0

given that éB = fp as the size of Np is large, and
noting

. ) 1
COV(%,pSRs) = WCov(a — 1N, n1)
__ b oMYA M
nE(ny) N)\N N
= O’

recalling 1 = A/Ny, and using

and

from Appendix 2, Similarly Cov(g, psrs) = 0.

Appendix 3
Let N; = E(n;), then
"J) _IN (N
var (n " AN (1 N

@&)Z_l&&
Cov( NN

NBlNBl n; ny

+ZZ Ng, N © V(ZJ’E)
SEN 0N (G
J J

_lzzN Nl NBlNB,l
N N N, N
nJ 1I#j B; B

5N () S
- ne N\ Ng, n |5 N N

—_

J

B
2
K K
=y 22 PiPhay = | 2o FiPo; }
J

) Nn. .
where P; = % and Pp; = 7]\;2,1' Let P; = 2,
noting that ’

K
E ZPjPBW
J

> PiPpy;
j

% 2
+ Var ZPJPBI‘]
J
+ Var(p).

K
> PPy,
J

an approximately unbiased estimator of Var(p) is given
by:
1

Var(p) = n_1

K K
> PiPhy; — | 2o PiPeuy
7 j

noting
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1

n—1

K K R
> PP —E > PiPpy;
j j

E{Var(p)} =

2

2

1 K K
n_1 > PPy = | Do FiPru;
j i

K
—Var ZPjPBl\j
J

= Var(p).



