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Abstract. Over the last 25 years government statistical offices have held many discussions about improving quality, confer-
ences have been held, frameworks established, and many agencies have been reorganized. This paper summarizes many of these
changes and addresses whether we are in a better place than we were when we started. What has been improved? And what still
needs to be addressed?
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1. Introduction

Many aspects of quality at National Statistical Insti-
tutes have clearly improved in the last quarter of a cen-
tury. The European Leadership Expert Group brought
together senior staff that developed a series of rec-
ommendations that every European statistical institute
agreed to pursue. This included the establishment of a
series of European biennial quality conferences, start-
ing in Stockholm Sweden in 2001 and most recently
in Madrid Spain in 2016. These have provided an op-
portunity for the cross-fertilization of ideas for qual-
ity improvement from throughout the world (not just
Europe).

The efforts to improve quality have not been limited
to Europe either. Numerous programs have been estab-
lished to improve quality in Africa and elsewhere in the
last 10 years. The nearly 50 international references to
this paper are just a sample of those that might have
been cited.

Here I review the development of quality frame-
works and measures and tools for assessing quality.
The paper also explores the challenges to actual quality
improvement – particularly, to continuous quality im-
provement, which needs a focus on process measure-
ment and not just product or output measurement, ad-
dressing costs as a component of quality, and strong or-
ganizational leadership. This paper goes on to discuss

the importance that national statistical institutes (NSIs)
know their users and understand how users’ expecta-
tions for official statistics are changing – for example,
the advent of Big Data on the web has fed users’ de-
mands for quick-turnaround data, which, in turn, has
implications for the quality of those data. Big Data also
offers opportunities, carefully explored, to develop of-
ficial statistics that are based on blended data. Adaptive
design is another strategy for meeting users’ demands
for more timely statistics while maintaining quality.
All of these developments will require new skill sets
blended with skills that long served NSIs well.

2. Changing quality frameworks

Statistics Canada published the first NSI quality
framework [1], with 6 components: relevance, accu-
racy, timeliness, accessibility, interpretability, and co-
herence. Sweden’s Statistiska Centralbyran (SCB) [2]
followed with its Quality Definition and Recommen-
dations for Quality Declarations of Official Statistics:
content, accuracy, timeliness, comparability and co-
herence, and availability and clarity (Many NSIs had
worked on quality since the 1970s, including both SCB
and the U.S. Census Bureau, but not established entire
frameworks). Figure 1 summarizes a number of recent
frameworks.
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Fig. 1. Quality frameworks.

The International Monetary Fund [3] developed a
Data Quality Assessment Framework as part of its Data
Quality Program. This Framework had 5 components:
integrity, methodological soundness, accuracy and reli-
ability, serviceability (periodic, timely, with a revisions
policy), and accessibility.

The Organization for Economic Cooperation and
Development [4] has 7 dimensions to quality: rel-
evance; accuracy; credibility; timeliness; accessibil-
ity; interpretability; and coherence. The only change
from [1] is the addition of credibility. “Confidence by
users is built over time. One important aspect is trust in
the objectivity of the data. This implies that the data are
perceived to be produced professionally in accordance
with appropriate statistical standards, and that policies
and practices are transparent. For example, data are not
manipulated, nor their release timed in response to po-
litical pressure”.

The importance of credibility has been demonstrated
in recent years in Argentina and Greece. In Argentina
the government wanted to minimize knowledge of the
national inflation rates, so they stopped using sound
statistical practices for its computation. They also out-
lawed independent attempts to estimate the consumer
price index, taking statisticians and economists to court
and issuing large fines. The international statistical
community [5] worked with the IMF and others tried
and apply pressure. This included the IMF refusing to
accept the inflation estimates being generated by the
statistical office as not credible. Eventually the govern-
ment rulings were overturned and when a new Presi-
dent was elected one of his first moves was to re-instate
the old procedures at the statistical office.

Over the last 10 years as it has dealt with the Great
Recession, the European Union has relied on statis-
tical offices in member states to accurately report on
their economies. The Greek government had misrep-
resented its economic condition when applying to join
the Euro common currency. When new statisticians re-

ported more truthful numbers, these were challenged
in court, with angry Greeks claiming that these data
were responsible for additional austerity measures.
The Chief Statistician has been threatened with jail
and fines [6,7]; his legal defense is continuing, with
support from the International Statistical Institute and
other statistical organizations.

The European Statistical System’s (ESS) [8] has 5
components of quality of statistical output: relevance;
accuracy and reliability; timeliness and punctuality;
accessibility and clarity; and coherence and compara-
bility. ESS makes clear that this isn’t a passive state-
ment of principles. To demonstrate a commitment to
quality statistical authorities “systematically and reg-
ularly identify strengths and weaknesses to continu-
ously improve process and product quality”. This not
only requires an organizational structure for managing
quality, but also a focus on procedures to monitor pro-
cess quality. “Results are analyzed regularly and senior
management is informed in order to decide [on] im-
proving actions”.

The United Nation’s National Quality Assurance
Framework [9] lists the same 5 components as the
ESS [8].

The United Kingdom Office of National Statistics
(ONS) is now on its 4th version of its Guidelines for
Measuring Statistical Quality [10]. The newest version
expands its focus to include the growing use of admin-
istrative records. It is structured consistently with the
5 components of the ESS. It is nice to see how the
different organizations have coalesced around a com-
mon set of definitions. This will hopefully allow for
improved comparisons and better sharing of lessons
learned across countries.

A related source of improved quality has been the
rise of Professional Codes of Practices in Europe gen-
erally and in specific countries [11]. That Code’s 15
principles include independence, confidentiality, qual-
ity, etc. In the United States a similar document has
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Fig. 2. GSBPM process structure.

been developed by the National Research Council of
the National Academies [12]; Principles and Practices
for a Federal Statistical Agency and forms the basis for
the U.S. Office of Management and Budget’s Statisti-
cal Policy Directive No. 1 [13]. This provides a com-
mon set of professional standards and operating prac-
tices for all of the 13 principal statistical agencies of
the US government.

3. From measuring quality to improving quality

Common Frameworks help communication and un-
derstanding. But as was pointed out by Morganstein
and Marker [14], and previously by Deming [15], to
improve quality one must measure process variables
rather than just product (output) variables. In the last
10 years many statistical offices have coalesced around
a common description of their processes. The Generic
Statistical Business Process Model (GSBPM) is coor-
dinated through the United Nations Economic Com-
mission for Europe [16]. Built upon a process model
initially developed by Statistics New Zealand, it cur-
rently has support from 50 statistical offices. The basic
structure of the GSBPM is shown in Fig. 2.

GSBPM provides a common understanding and lan-
guage to allow simultaneous improvement of each of
the framework components. By focusing one’s efforts
on the sub-processes you can eliminate sources of vari-
ability that adversely effect many characteristics of the
products. For example, improving the sample frame
(process 2.4) can eliminate much of the back-end sur-
vey cleaning steps and clarify the coverage and eligi-
bility of units on the frame. This will improve accu-
racy, timeliness, and clarity of the data products.

GSBPM also notes the importance of regular evalua-
tions of all processes, referring to a Plan/Run/Evaluate/
Improve cycle. This is consistent with the Plan/Do/
Check/Act or Plan/Do/Study/Act cycles introduced by
Deming [17] over 60 years ago, in turn based on the
ideas of Walter Shewhart. This is fundamental to all
continuous quality improvement efforts in both the
public and private sectors.

There is, however, a component that is often over-
looked because it isn’t explicitly listed in any of the
frameworks or in the sub-processes of GSBPM. None
of these focus on measuring cost as a component of
quality. At the very end of the GSBPM, under “other
uses of the GSBPM” is the following very important
point. “The GSBPM can be used as a basis for measur-
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ing the costs of different parts of the statistical business
process. This helps to target modernisation activities to
improve the efficiency of the parts of the process that
are most costly”.

ONS [10] mentions cost after describing the main 5
components. “Cost, performance and respondent bur-
den: These are important process quality components
that are not readily covered by the output quality di-
mensions. There are invariably trade-offs required be-
tween all of the output quality components and cost,
performance and response burden”. OECD [4] also
mentions cost “which though is not strictly speaking, a
quality dimension, is still an important consideration”.

For NSIs cost may not only be measured in Euros
or dollars, but might be opportunity cost measured in
hours. There are many more projects that every NSI
can undertake than they have resources for. Obtaining
historic response rates requires more expensive mixed-
mode data collection, reducing resources for other ac-
tivities. If a NSI can accomplish all the other compo-
nents of quality while freeing up resources, it will al-
low them to improve other aspects of the NSI.

This is particularly true in recent years when there
is constant pressure for NSIs to reduce costs. This
has led to trade-offs between accuracy, comparability,
and costs. By tracking cost associated with the sub-
processes of GSBPM, NSIs are better able to maximize
their response to these demands.

The author believes the reason cost has not been a
central focus is a difference between NSIs focus on
measuring quality of their products and services, rather
than continuous improvement of quality. The internal
cost to produce a database or analysis doesn’t affect the
quality to the user, thus is independent of a user’s mea-
sure of its quality. But the internal cost is vital to efforts
to continuously improve quality, since reducing such
cost frees up resources that can be applied to improve
the quality of this or other activities. I believe this to be
a serious mistake if it happens. To make this mistake
would be to release some of the needed pressure that
should have remained on quality improvement. Hope-
fully the many organizations that have adopted various
frameworks and GSBPM will take to heart that mea-
suring operational costs should be a vital part of the
quality improvement efforts.

4. Assessing quality

For at least 35 years NSIs have tried to assess the
quality of their products. One of the first comprehen-

sive attempts was [18] where they produced a quality
profile of the many sources of error associated with the
U.S. Current Population Survey. More recently there
have been internal and external quality assessments,
some of which could be performed by the project staff
themselves.

Biemer et al. [19] describe the ASPIRE (A Sys-
tem for Product Improvement, Review, and Evalua-
tion) which they developed for SCB. “ASPIRE is a sys-
tem for assessing the risks of error from each poten-
tial source of error in a product and rating progress
that has been made to reduce this [sic] risks accord-
ing to clearly specified evaluation criteria”. ASPIRE
examines eight components of error: sampling, frame,
nonresponse, measurement, data processing, model-
ing/estimation, revision, and specification.

Revisions are an important component not getting
enough focus. While not an error source, they are an
opportunity to simultaneously improve timeliness and
to estimate some sampling and non-sampling errors.
The ESS [8] Indicator 12.3 states that, “revisions are
regularly analyzed in order to improve statistical pro-
cesses”. OECD [20] provides 8 reasons for revisions,
including incorporating data that are more complete or
better match the desired concepts, updated base peri-
ods, and corrections of errors in the data.

Brackstone [1] and others talk about timeliness as
a component of quality. One way NSIs can improve
timeliness is preliminary estimates that can then be
revised. One beauty of revisions is that they provide
a measure of relative “truth,” when preliminary esti-
mates are compared with the revised value after all
units have responded. This, in turn, allows for reporting
the expected error of the preliminary number that cap-
tures some non-sampling error sources as well as sam-
pling error. Measurement and other errors remain; but
sampling and nonresponse errors can be eliminated (or
greatly reduced) when the revised estimates are pro-
duced. These estimated errors are not only more accu-
rate; they can be a way to educate the press and public
more about the different sources of error.

While they have 8 components, Biemer et al.’s
JOS article focuses on accuracy. They point out that
“Biemer and Lyberg [21] viewed accuracy as the di-
mension to be optimized in a survey while the other
dimensions (the so-called user dimensions) can be
treated as constraints during the design and implemen-
tation phases of production”. I join with Elvers [22] in
disagreeing with this as a general approach. As with
the point above regarding revision and timeliness, ac-
curacy should be one of the components of quality be-
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ing optimized, not the only component. Going back
to Brackstone [1] he said, “Accuracy is important, but
without attention to other dimensions of quality, accu-
racy alone will not satisfy users”. Lyberg [23] pointed
out that “During the last decades it has become obvi-
ous that accuracy and relevance are necessary but not
sufficient when assessing survey quality”.

ASPIRE provides a formal, but subjective, measure
of risk for each of the 8 components. ONS in the early
2000s [24] used informal risk for prioritization to eval-
uate all major statistical sources. For each source at-
tributes were broken out as either World Class, Sound
fundamentals but not World Class, Marked improve-
ments needed for users, or Information recognized as
faulty for key users. Based on this sources were identi-
fied for which “ONS reputation for quality [was] seri-
ously at risk”. For example, while their New Earnings
Survey had World Class estimates by area and indus-
try, the fact that “estimates [are] subject to influence
of outliers” and “No major redesign in 30 years” put
ONS’ reputation at risk. This process helped ONS ac-
quire major funding to overhaul its entire IT system to
eliminate many of the major risks.

More recently Eltinge [25] suggested Total Survey
Risk as an alternative to Total Survey Error.

ASPIRE has 5 levels of risk:
– Knowledge of risks.
– Communication with users and data suppliers.
– Available expertise.
– Compliance with standards and best practices.
– Achievement towards risk mitigation or improve-

ment plans.
This provides a nice system for focusing efforts

on key products and year-to-year improvement. While
many other quality assessments roll across different
products of an NSI, with no regular frequency for an
updated review, ASPIRE examines each key product
annually.

One important limitation is that it is very dependent
on the same outside expert reviewers. While this pro-
vides consistency in evaluations, it limits the number
of products that can be reviewed and lacks the oppor-
tunity for fresh review by other experts with creative
positive suggestions. As with economic statistics that
rotate panels to measure both level and trend, a mixture
of new and previous reviewers would likely improve
the feedback process.

A fascinating finding from ASPIRE has been that
“Measurement error had the highest average inherent
risk of any error source. It also ranked near the bot-
tom in percent mitigated risk. . . Sampling error [on

the other hand] ranked the highest in percent mitigated
risk”.

This implies that measurement error had many
things that could go wrong, but little had been done to
address them, while lots of work had been done to re-
duce sampling error. One wonders if like this focus on
sampling error, ASPIREs focus on accuracy over the
other 7 components of error is related to its frequency
of study?

This is reminiscent of the story of the drunk search-
ing for his car keys under the lamppost. When some-
one offers to help search he eventually asks, “where
exactly do you think you dropped your keys?” When
the drunk points to a darker area, he explains that he
thought it better to search where there is a lot of light.

5. Know your users

If quality is defined in terms of its use, it is vital to
understand your users and their intent for your data.
Lyberg [23] lamented how little is known about NSI’s
data users.

Costa et al. [26], in the same issue of JOS as Biemer
et al., reports that Spanish users don’t rate the quality
components equally; the relative weights vary across
different types of users. ‘Accuracy and reliability’ was
most important overall, but users in central administra-
tion viewed it 3rd, after ‘Coherence and comparabil-
ity’ and ‘Timeliness and punctuality’. This is an exam-
ple of, “The dimensions of quality that are considered
most important depend on user perspectives, needs and
priorities, which vary between processes and across
groups of users [16]”. It is also another example of why
focusing on accuracy as first among equals can be in-
efficient and in some cases counterproductive.

The different foci of each type of user points out not
only differences between users, but also that their fo-
cus may be on different statistics. There is no reason
to think that any particular user cares about all of the
products of an NSI. While this complicates the pro-
cess of understanding the user, it does suggest that pro-
ducers of main statistical products should identify their
primary users and engage in conversations about what
quality characteristics are most important to them.

The Government Statistics Division of the U.S. Cen-
sus Bureau organized a review by a panel of the U.S.
National Academy of Sciences, on which the author
served. Statistics produced by the Division estimate
14% of U.S. Gross Domestic Product (GDP), so histor-
ically the only customer the Government Statistics Di-
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vision focused on was the Bureau of Economic Anal-
ysis (BEA), which produces the U.S. GDP estimates.
However, discussions with Division staff and outside
users found a wide range of other users, including state
and local governments, academics, and others. As part
of their response to our report, the Division held a se-
ries of meetings with other users to gain their input and
identify how their outputs could improve quality to this
wider population.

6. Documentation

Clearly, internationally, NSIs are doing a better job
of documenting the strengths and weaknesses of our
products; almost every study put out by an NSI seems
to have a link to a documentation page. But don’t con-
gratulate yourselves too much on this improvement,
there was no world wide web in 1990, so almost by
default we have better and more accessible documen-
tation. One of the first attempts at survey quality doc-
umentation was the Quality Profile [18] mentioned
above. But systems like “About the Statistics” on the
Statistics Norway website provide a nice summary of
many of the important definitions, sources of error, etc.
However, Saebo [27] points out that much of the in-
formation is dated, and the lack of complaints indi-
cate most users probably don’t use the detail that is
provided. Many other NSIs probably have similar sys-
tems.

The European Statistical Commission website has a
similar page “Statistics Explained” http://ec.europa.eu/
eurostat/statistics-explained/index.php/Main_Page.
This is very impressive looking; but one wonders if it
suffers from the same concerns that Saebo pointed out?

Deciding how much detail to provide, and how fre-
quently to update, are areas we can all work on. Clearly
work is needed to regularly update our documentation.
We need to talk with users about what documentation
they need access to, in order to prioritize our efforts.

7. Organizational leadership and process
improvement focus

Jan Carling was Director General of SCB in the
1990s and was renowned for asking staff what qual-
ity improvement processes they were working on (per-
sonal communication with the author, 1996). This per-
sonal demonstration of a focus on improving quality
was understood throughout the organization. The au-

thor has never seen a better demonstration of how top
managers can truly lead quality improvement. Are any
of our current NSI managers demonstrating this per-
sonal level of commitment?

Every NSI has had multiple Directors General over
the last 20 years. Saebo [27] points to the conflict be-
tween Deming’s [15] principle of constancy of pur-
pose and new management and consultant’s desire to
demonstrate decisive management practices by renam-
ing similar concepts. The concern is not with differing
names for similar concepts; the question is whether re-
naming and re-organizing have really improved both
our products and the vital processes that produce them?

The European Leadership Expert Group [28] was in-
credibly successful. Every Eurostat country agreed to
the need to improve quality. Biannual meetings were
held, starting in Stockholm in 2001, to share ideas.
Standardized procedures and harmonized definitions
across Europe have greatly improved the ability to
compare conditions across the continent [16].

Some NSIs have developed Current Best Methods
(CBMs) that identify the best way to do important ac-
tivities, given what we know now. We know that con-
ditions will change in the future, so what is currently
best may not be in the future; thus, CBMs will need
regular updating. I know this is difficult. In honesty,
we have not kept this updating going as well as we
should at Westat where I work either. But I remain con-
vinced that training new staff in well-developed CBMs
can produce major quality improvements; at the very
least by minimizing the re-occurrence of errors we pre-
viously produced. Lyberg [23] pointed out how use-
ful CBMs can be. They are described in more detail in
Morganstein and Marker [14].

The author believes the most important CBM we de-
veloped at Westat is on communication between ana-
lysts (statisticians) and programming staff. This form
of documentation clearly states inputs (e.g., which ver-
sion of a particular database to use) and outputs, en-
courages building in quality checks, and provides vi-
tal reference documentation at the end of a survey to
explain what was actually done at earlier stages. This
CBM was originally developed almost 20 years ago,
but I have introduced it to new parts of Westat in the
last few years, when questions about how best to com-
municate were raised.

I am not positive, but the lack of recent publication
of examples indicates that the focus on process im-
provement has waned over the years. In Morganstein
and Marker [14] we laid out how one moves from a fo-
cus on product characteristics specified (hopefully) by



D.A. Marker / How have National Statistical Institutes improved quality in the last 25 years? 957

users, to the key processes impacting their quality, and
how one measures whether those processes are consis-
tent, and only then can we determine whether they are
capable of producing the outputs needed by the NSI. I
urge a re-focus on continuously improving quality.

8. Big Data challenge to NSIs

Twenty-five years ago a few NSIs were considering
replacing censuses with abstracting from administra-
tive sources [29]. Over the years a number of European
NSIs have adopted this new paradigm because of the
high quality of these sources. For most NSIs around
the world, however, the opportunities to use adminis-
trative sources are more limited. Still, because of the
web there are additional Big Data sources that have be-
come available and, hence, the pressure to use them
continues to grow.

Brown [30] suggested recently (as a discussant at the
2015 Hansen Lecture) that there is probably an agri-
cultural analogy to availability of Big Data. He was in-
spired by the fact that the Hansen Lecture is presented
at the U.S. Department of Agriculture. I agree, and
would suggest the following. For close to 100 years,
NSIs designed (planted) their data collection to provide
efficient samples with good coverage, representative
samples, and high response rates. We then harvested
the data and processed it to produce a good product
using a stable staff that repeatedly used increasingly
standardized processing procedures. But, now, NSIs no
longer get to plant all the crops in nice orderly ways,
sometimes lots of data are made available (e.g., from
the web) and for these we may know neither how they
were planted nor grown (e.g., How representative are
they? Who participated? Was any nonresponse bias
analysis done?). For these data we are now only the
harvesters of existing crops. Our job, going forward,
becomes using our expertise to weed out the useless
and improve the possible yield of the rest. Then, like
the distillers at Johnny Walker, we have to combine
the possible crops (using propensity adjustments, clear
statements of non-sampling errors, etc.) into a smooth,
satisfying blend.

Many of us hear politicians and scientists saying that
we can rely on Big Data to answer statistical ques-
tions, whether tracking the next flu epidemic through
web-scraping search engines or understanding envi-
ronmental exposures by simply measuring blood levels
(metabolomics) and genetics (genomics). They often
forget that the methodology that produced efficient es-

timates of flu one year produced misleading estimates
the next. Without careful weeding and blending the re-
sulting data, inferences will be useless and statistical
reputations could easily be ruined.

Puts et al. [31] recently pointed out the importance
for editing Big Data before analyzing them. Unfortu-
nately, the velocity and variety of the incoming data
make many traditional editing techniques impossible.
They found in their paper, however, that a Markov
Chain model could be applied to improve the utility of
the data.

This clearly calls for NSIs to learn new skills. We
want to take advantage of all these new data sources.
But we have to determine which, if any, are worth
blending with our well-planted and carefully harvested
existing surveys.

Big Data does provide a new set of opportunities for
statistical offices; but also challenges. Japec et al. [32]
urge that surveys and Big Data should be viewed as
complementary, not in competition. Tam [33], in dis-
cussing Japec et al.’s report, suggested that Big Data
should only be used if it improves the product offer-
ings of the NSI or improves the cost efficiency of pro-
duction. Recently more than 40 experts from different
NSIs collaborated on investigating multiple sources of
Big Data [34]. They found that “statistics based on Big
Data sources will be different from what we have to-
day. Big Data sources can cover aspects of reality that
are not covered by traditional ones. On the other hand,
such general-purpose sources require a broader inter-
pretation of analysis, often influenced (and sometimes
distorted) by events” outside the control of both the
data provider and the NSI.

We must make efforts to use administrative and
other Big Data, but they cannot be viewed as stand-
alone options to well-done surveys. This was also the
focus of a recent Waksberg lecture [35].

9. Adaptive design: Timeliness and nonresponse
bias

One of the biggest impacts of Big Data has been to
change the expectation on timeliness of data. Even if
transactional data is not as good on the non-timeliness
components of quality, it fits the demands of our now
24-hour news mentality. As Groves [36] has stated, we
need to figure out how to do surveys (and censuses)
quicker and for lower cost, or users will rely on Big
Data without understanding what they are losing. We
first demonstrate the pressures for quicker release of
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data; then discuss how adaptive design can address
much of this problem.

The U.S. Bureau of Labor Statistics (BLS) releases
estimates of unemployment and job growth the first
Friday of each month (for the preceding month), at
8:30 am. Earlier that morning the news programs re-
port various “estimates” from some organization pur-
porting to know what they think BLS will say. The
methods used by these organizations are not reported,
possibly they talk to their members, but typically they
come up with an uninformed number close to the aver-
age of the preceding months [37]. The only consistency
in these other estimates is how wrong they are. But,
of course, they do provide free advertising for their or-
ganization. It would be helpful to see an evaluation of
whether they are any better than just last month’s BLS
estimate, or maybe the 3-month moving average of
BLS. At least in this instance as soon as the BLS num-
bers are released the earlier reports are forgotten, ex-
cept for the obligatory comment that BLS was “higher
(or lower) than experts predicted”.

What is important is that with a 24-hour news cycle
the press feels a need to report what they know to be
inferior estimates that will be replaced within the hour.
There is no advantage to having these earlier estimates
available (e.g., the financial markets aren’t open at that
hour) but if some organization makes them available
the press will report them. This pressure to use what-
ever data are available has to be recognized by NSIs
when they address potential trade-offs between quality
components.

One part of addressing the need for more timely
release of data is adaptive design [38,39]. Adaptive
design is basically the same idea as monitoring pro-
cess variables that we argued for in Morganstein and
Marker [14]. With real-time monitoring of how the
data collection is progressing NSIs can react quickly
to improve the quality. Response rates for social statis-
tics are going down everywhere, but are the response
rates for certain key domains lower than expected,
while higher in others in ways that can introduce non-
response bias [40]? Can follow-up resources (e.g. in-
terviewer hours) be moved from one domain to the
other to get enough responses for all domains? If these
decisions are made sooner can we eliminate the final
weeks/months of data collection, where much of the
cost lies? If we run initial data sets through editing and
imputation programs can we identify problems that can
be addressed before later respondents have completed
their surveys? This may shorten the time period be-
tween the end of data collection and publishing find-

ings. The opportunity to shorten both data collection
and processing time can significantly improve survey
timeliness, while maintaining its high quality.

To do this, though, requires having sufficient para-
data on key steps, and that these data are completely
filled out. It requires flexibility in staffing, interviewers
being able to change assignments and cross-training
data processing staff. We have found that none of these
are the “traditional” model in a NSI. So management
will have to break down these barriers to provide the
system needed to take advantage of adaptive design
from measuring process variables. But it is only by do-
ing this that we can continuously improve our quality.

In addition to improving timeliness, it is hoped that
adaptive designs can also reduce nonresponse bias by
reducing differential response rates. Initial results have
shown limited success in reducing bias, but have found
that adaptive design decisions that improve timeliness
can have minimal impact on nonresponse bias [41].

While it is clear that adaptive design has the po-
tential to significantly improve the timeliness of offi-
cial statistics, more work is needed to identify meth-
ods for reducing bias. Over the last 25 years NSIs
have become more focused in studying potential non-
response bias. For example, the U.S. Office of Man-
agement and Budget in approving government surveys
requires that all surveys having less than an 80 per-
cent response rate must conduct nonresponse bias anal-
yses [42]. So while the potential nonresponse bias has
grown with the drop in response rate, our documen-
tation of the problem has improved. Propensity mod-
eling [43], post-stratification [44], and other methods
for adjusting for nonresponse are attempts by NSIs to
reduce this nonresponse bias.

10. Work pipeline

There is another challenge to the quality of NSIs that
has been growing in recent years. Baby boomers are
retiring in large numbers, resulting in a loss of experi-
ence throughout government [45,46]. To address this it
is important that NSIs document their key quality pro-
cesses through CBMs or other means, before it is too
late. These documents have to be good enough to pass
on the knowledge gained over the years. It is also im-
portant to pro-actively seek out new staff and provide
them with the necessary training and exposure to qual-
ity procedures.

One area in the U.S. that has been greatly affected is
the contracts office. NSI staffing have been reduced to
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Area of improvement Need to be addressed
Sharing ideas and concepts Focus on process improvement
Common frameworks and GSBPM Measuring cost to improve quality
Focusing on risk Including components other than accuracy
Improved knowledge of users Increased focus on measurement error
Documentation Keeping documentation up to date
Current Best Methods Developing methods for incorporating Big Data
Timeliness Responding to paradata in real time
Statistical capabilities in developing nations Retain the very talented staff in developing countries at home

Fig. 3. NSI quality scorecard.

the point that, to get the work done, it is essential to get
tenders put out for bid, then awarded. Otherwise, sta-
tistical offices will not get the support they need. While
many other parts of the U.S. Federal government have
gotten faster, this one, sadly, has grown slower.

11. Developing countries

One clear area where there have been increased
efforts to improve quality is in developing nations.
Twenty-five years ago quality improvement efforts
were almost exclusively focused in the developed
world. The one long-standing exception was the SRC
Summer Program created by Leslie Kish that brought
individuals to Ann Arbor for training, then returned
them to their home countries.

Now there are a number of programs aimed at im-
proving the statistical capabilities in the developing
world, including STATCAP, Southern Africa Young
Statisticians, the U.N. Handbook on Household Sur-
veys, and the Regional Strategic Framework for Statis-
tical Capacity Building in Africa [47]. STATCAP is a
World Bank program of grants and loans with a value
over $100 million, over $50 million just for Indone-
sia. Its goal is to change the structure of the NSIs to
support higher quality work, from training, informa-
tion technology, organization, and skills, to commu-
nication. We still have not figured out how to keep
newly trained statisticians in their country when higher
pay and opportunities can be found in developed na-
tions. But STATCAP has the potential to help, because
it supports large international programs to help the en-
tire economy, but understands the central importance
of high quality NSIs.

12. Conclusions and summary

Quality has clearly been improving at NSIs over the
last 25 years (see Fig. 3). Frameworks have been estab-
lished, with consistency across countries. International

efforts have shared ideas and best practices. There have
been improvements in timeliness and communications
with clients. More documentation is available. The ex-
pectations of clients, however, have also been chang-
ing. One example is that the relative importance of ac-
curacy and timeliness is changing, with timeliness tak-
ing on more importance in recent years.

There are still major efforts needed to continuously
improve. More focus needs to be put on measuring
internal processes, costs, and components of quality
other than accuracy. Documentation needs to be reg-
ularly updated, methods for incorporating Big Data
developed, and flexibility improved so that adaptive
methods based on paradata can be used.

There is recognition that support for continuous
quality improvement cannot be passive; it takes regu-
lar management involvement and procedures to be in
place for it to succeed [48]. Indeed, the author strongly
argues that emphasis needs to move from measuring
quality to improving quality. Measurements are vital,
but they are not the goal. This will require re-focusing
on improving internal processes. It also implies recog-
nizing the need to track costs as a component of qual-
ity.

While it will continue to be important for NSIs to
increase their use of administrative data and the many
sources of Big Data, these will rarely be able to be used
as stand-alone sources. More often these sources will
need to be combined with well-designed survey data to
produce a blended, improved product.
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