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1. Motivation for this special issue

Neural (aka subsymbolic) AI methods, in particular, those based on deep learning, recently achieved great suc-
cesses in various application domains, e.g., [10,19]. However, they are often criticized for poor generalization, lack
of interpretability, need for large amounts of training data, and inability of accounting for background knowledge,
which is invaluable for advancing machine intelligence. At the same time, symbolic AI methods focus on knowl-
edge representation and reasoning and allow for definition of such domain/commonsense knowledge and reasoning
at high levels of abstraction. However, symbolic AI methods when applied in isolation often suffer from the issues
of scalability and limited performance in uncertain scenarios.

Neuro-symbolic AI has emerged as a promising paradigm that combines subsymbolic and symbolic AI methods
for their mutual benefit. While neuro-symbolic AI has a long history, this area of research has become especially
active only recently [2–6,9,13,15,17,18], and it is now believed to play a major role in the future of AI for the
development of more flexible and intelligent AI systems [4,18]. Neuro-symbolic AI approaches have been studied
from various perspectives [2] and developed in different communities, e.g., statistical relational learning [13] or
graph neural networks [12]. Since foundations of Semantic Web research have been traditionally mainly based on
symbolic AI [8], neuro-symbolic AI is certainly very relevant for this community as well (see [9] for further details).

This special issue is broadly related to neuro-symbolic AI in the context of Semantic Web.

2. Contributions

The special issue attracted 6 submissions covering relevant areas of research. In total, 5 papers were accepted for
publication after two review rounds by 2–3 experts. The accepted papers presented methods that leverage combi-
nations of neural and symbolic techniques for getting insights from knowledge graphs and link prediction, as well
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as discussed applications of neuro-symbolic AI methods in natural language processing and computer vision. In the
following, we provide a broad overview of all the accepted papers.

– Bram Steenwinckel, Filip De Turck and Femke Ongenae. INK: Knowledge Graph Representation for Efficient
and Performant Rule Mining [16] presents a novel method named INK for extracting relational association rules
from knowledge graphs, which can be used for both task specific and task agnostic rule mining. INK represents
KG node neighbourhood as a binary matrix and exploits Bayesian rule mining techniques. Evaluation analysis
has revealed that INK produces rules of higher confidence than those mined by alternative top-down methods,
and manages to extract new rules though often at higher computational and memory cost.

– Ariam Rivas, Diego Collarana, Maria Torrente and Maria-Esther Vidal. Neuro-Symbolic System over knowl-
edge graphs for Link Prediction [14] describes a method for link prediction in KGs which combines deductive
reasoning with knowledge graph embeddings, and evaluates its effectiveness on a knowledge graph for lung
cancer treatments. In this application symbolic system deductively infers drug-drug interactions in lung can-
cer treatments, while the sub-symbolic system exploits knowledge graph embedding models for predicting the
effectiveness of a lung cancer treatment. The experimental results demonstrate that the symbolic reasoning
improves the performance of KG embedding models on the considered KG.

– Dariusz Max Adamski, Jedrzej Potoniec. Reason-able Embeddings: Learning Concept Embeddings with a
Transferable Neural Reasoner [1] presents a novel method for learning data-driven concept embeddings in
ALC ontologies, which relies on an entailment classifier based on neural networks. The proposed method
can be effectively used for fast approximate reasoning. The significant part of the approximate reasoner is
transferable across ontologies which allows to save time avoiding retraining the reasoner from scratch.

– Kyle Hamilton, Aparna Nayak, Bojan Bozic and Luca Longo. Is Neuro-Symbolic AI Meeting its Promises
in Natural Language Processing? A Structured Review [7] surveys various existing neuro-symbolic AI ap-
proaches in the area of natural language processing, and aims at estimating to which degree these approaches
address the challenges that pure deep learning methods struggle with, namely out-of-distribution generaliza-
tion, interpretability, reduced size of training data, transferability and reasoning. For that the authors care-
fully selected 59 high-quality journal and conference papers specific to Neuro-symbolic AI, and performed
exploratory data analysis to categorize them based on the methods they present and goals that they aim at
achieving. An attempt has been made to evaluate the progress in the field by studying in details the computa-
tional costs and performance of neuro-symbolic AI methods and their neural baselines on the NLP benchmarks.
The authors concluded that to make definite conclusions unified challenging benchmarks reflecting real-world
scenarios and standard evaluation protocols are desired.

– M. Jaleed Khan, John G. Breslin and Edward Curry. NeuSyRE: Neuro-Symbolic Visual Understanding and
Reasoning Framework Based on Scene Graph Enrichment [11] proposes a new loosely-coupled Neuro-
Symbolic framework for scene graph generation. In particular, scene graphs generated with state-of-the-art
(neural) methods are enriched with semantic (symbolic) information taken from Semantic Web resources in
the form of embeddings. Such enrichments involve new nodes and edges with respect to the original scene
graphs. The semantically enriched scene graphs are of a better quality and improve the performance of the
caption generation task on the COCO dataset.

The papers in this special issue witness the development of neuro-symbolic AI approaches not only in the context
of learning over knowledge graphs but also beyond.

References

[1] D.M. Adamski and J. Potoniec, Reason-able embeddings: Learning concept embeddings with a transferable neural reasoner, Semantic Web
(2024), 1–33, In this issue.

[2] T.R. Besold, A.S. d’Avila Garcez, S. Bader, H. Bowman, P.M. Domingos, P. Hitzler, K. Kühnberger, L.C. Lamb, P.M.V. Lima, L. de Pen-
ning, G. Pinkas, H. Poon and G. Zaverucha, Neural-symbolic learning and reasoning: A survey and interpretation, in: Neuro-Symbolic
Artificial Intelligence: The State of the Art, Frontiers in Artificial Intelligence and Applications, Vol. 342, IOS Press, 2021, pp. 1–51.

[3] D. Bouneffouf and C.C. Aggarwal, Survey on Applications of Neurosymbolic Artificial Intelligence, CoRR abs/2209.12618, 2022.



P. Hitzler et al. / Neuro-symbolic AI and the semantic web 3

[4] A. d’Avila Garcez and L.C. Lamb, Neurosymbolic AI: The 3rd wave, Artif. Intell. Rev. 56(11) (2023), 12387–12406. doi:10.1007/s10462-
023-10448-w.

[5] L.N. Delong, R.F. Mir, M. Whyte, Z. Ji and J.D. Fleuriot, Neurosymbolic AI for Reasoning on Graph Structures: A Survey, CoRR
abs/2302.07200, 2023.

[6] W. Gibaut, L. Pereira, F. Grassiotto, A. Osorio, E. Gadioli, A. Munoz, S. Gomes and C. dos Santos, Neurosymbolic AI and its Taxonomy:
a survey, CoRR abs/2305.08876, 2023.

[7] K. Hamilton, A. Nayak, B. Bozic and L. Longo, Is neuro-symbolic AI meeting its promises in natural language processing? A structured
review, Semantic Web (2024), 1–43, In this issue.

[8] P. Hitzler, M. Krötzsch and S. Rudolph, Foundations of Semantic Web Technologies, 2010. ISBN 9781420090505.
[9] P. Hitzler, F. Bianchi, M. Ebrahimi and M.K. Sarker, Neural-symbolic integration and the semantic web, Semantic Web 11(1) (2020), 3–11.

doi:10.3233/SW-190368.
[10] J.M. Jumper, R. Evans et al., Highly accurate protein structure prediction with AlphaFold, Nature 596 (2021), 583–589. doi:10.1038/

s41586-021-03819-2.
[11] M.J. Khan, J.G. Breslin and E. Curry, NeuSyRE: Neuro-symbolic visual understanding and reasoning framework based on scene graph

enrichment, Semantic Web (2024), 1–25, In this issue.
[12] L.C. Lamb, A. d’Avila Garcez, M. Gori, M.O.R. Prates, P.H.C. Avelar and M.Y. Vardi, Graph neural networks meet neural-symbolic com-

puting: A survey and perspective, in: Proceedings of the Twenty-Ninth International Joint Conference on Artificial Intelligence, IJCAI’20,
2021.

[13] G. Marra, S. Dumancic, R. Manhaeve and L.D. Raedt, From statistical relational to neurosymbolic artificial intelligence: A survey, Artif.
Intell. 328 (2024), 104062. doi:10.1016/j.artint.2023.104062.

[14] A. Rivas, D. Collarana, M. Torrente and M.-E. Vidal, A neuro-symbolic system over knowledge graphs for link prediction, Semantic Web
(2024), 1–26, In this issue.

[15] M.K. Sarker, L. Zhou, A. Eberhart and P. Hitzler, Neuro-symbolic artificial intelligence: Current trends, AI Commun. 34(3) (2021), 197–209.
doi:10.3233/AIC-210084.

[16] B. Steenwinckel, F.D. Turck and F. Ongenae, INK: Knowledge graph representation for efficient and performant rule mining, Semantic
Web (2024), 1–18, In this issue.

[17] Z. Wan, C. Liu, H. Yang, C. Li, H. You, Y. Fu, C. Wan, T. Krishna, Y. Lin and A. Raychowdhury, Towards Cognitive AI Systems: a Survey
and Prospective on Neuro-Symbolic AI, CoRR abs/2401.01040, 2024.

[18] B. Zhang, J. Zhu and H. Su, Toward the third generation artificial intelligence, Sci. China Inf. Sci. 66(2) (2023).
[19] W.X. Zhao, K. Zhou et al., A Survey of Large Language Models, ArXiv arXiv:2303.18223, 2023.

https://doi.org/10.1007/s10462-023-10448-w
https://doi.org/10.1007/s10462-023-10448-w
https://doi.org/10.3233/SW-190368
https://doi.org/10.1038/s41586-021-03819-2
https://doi.org/10.1038/s41586-021-03819-2
https://doi.org/10.1016/j.artint.2023.104062
https://doi.org/10.3233/AIC-210084
http://arxiv.org/abs/2303.18223

	Motivation for this special issue
	Contributions
	References



