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Abstract. In recent years, knowledge graphs (KGs) have been considered pyramids of interconnected data enriched with seman-
tics for complex decision-making. The potential of KGs and the demand for interpretability of machine learning (ML) models in
diverse domains (e.g., healthcare) have gained more attention. The lack of model transparency negatively impacts the understand-
ing and, in consequence, interpretability of the predictions made by a model. Data-driven models should be empowered with the
knowledge required to trace down their decisions and the transformations made to the input data to increase model transparency.
In this paper, we propose InterpretME, a tool that using KGs, provides fine-grained representations of trained ML models. An
ML model description includes data – (e.g., features’ definition and SHACL validation) and model-based characteristics (e.g.,
relevant features and interpretations of prediction probabilities and model decisions). InterpretME allows for defining a model’s
features over data collected in various formats, e.g., RDF KGs, CSV, and JSON. InterpretME relies on the SHACL schema to
validate integrity constraints over the input data. InterpretME traces the steps of data collection, curation, integration, and pre-
diction; it documents the collected metadata in the InterpretME KG. InterpretME is published in GitHub1 and Zenodo2. The
InterpretME framework includes a pipeline for enhancing the interpretability of ML models, the InterpretME KG, and an ontol-
ogy to describe the main characteristics of trained ML models; a PyPI library of InterpretME is also provided3. Additionally, a
live code4, and a video5 demonstrating InterpretME in several use cases are also available.
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1. Introduction

Interpretability is the degree to which humans can understand the decisions made by computational frameworks.
Specifically, in Artificial Intelligence (AI), the higher the interpretability of predictive models, the easier for hu-
mans to understand why a model makes certain decisions. The recent advancements and complexity of machine
learning (ML) methods have demonstrated their success in forecasting complex problems (e.g., disease diagnosis or
progression [29,31]). Unfortunately, they are often opaque and do not offer interpretations for their predictions, and
it is not always possible to comprehend the results. Interpretable predictive models have rapidly become a relevant
problem [5]. Nevertheless, although various tools aim to interpret the algorithmic decisions of ML models [27,34],
they are incapable of capturing the knowledge required to translate a model’s insights into the application domain.
On the contrary, KGs encode data and knowledge; they, together with domain ontologies (e.g., ML Schema [30]),
represent building blocks for increasing the understanding of the behavior and effects of a predictive model.

Our Tool: We propose an analytical tool, named InterpretME, for tracing and explaining the predictive mod-
els built over data collected from KGs or from CSV, and JSON files. InterpretME is a stand-alone framework that
works locally on individual systems, with many runs that can be integrated into a single InterpretME KG to compare
interpretations. By specifying predictive model features, the InterpretME pipeline increases ML model interpretabil-
ity. The InterpretME ontology combines concepts from existing ontologies (e.g., ML Schema [30], PROV-O6) to
represent key properties of learned predictive models and their execution.

InterpretME resorts to SHACL for providing a meaningful description of a target entity (as shown in Fig. 1). The
target entity is a specific node from the input KG or CSV, and JSON file that is of particular interest of a predictive
model. Figure 1 depicts a target entity representing a lung cancer patient (intr:11315856) which is classified as
an ALK positive. It is also described in terms of a Decision Tree Classifier with a run (intr:1677158518515)
on certain features (e.g., intr:Stages_IVB, intr:YOUNGER). The classification has a precision of 0.75 and
LIME [34] generated a local interpretation of the probability 0.56 for this classification.

InterpretME is designed to work with both KGs (accessible via Web interfaces, e.g., SPARQL endpoints), and
datasets in various formats (e.g., CSV, and JSON). InterpretME models – as factual statements – everything learned
while training an ML model and its interpretation; these statements compose the InterpretME KG. To retrieve data
for a predictive pipeline, the user must provide either a SPARQL endpoint or the path to a dataset. If the input
data is retrieved from KGs, InterpretME can validate constraints expressed in SHACL, align the InterpretME KG
to the input KGs, and execute federated queries. On the other hand, if the input data is collected from datasets in
CSV, and JSON formats, a user can also explore interpretations with the InterpretME KG. The latest version of
InterpretME is customized for supervised ML models (e.g., decision trees and random forests) and interpretable
tools (e.g., LIME). InterpretME is publicly available as a resource in GitHub1 and Zenodo2; a PyPI library is also

Fig. 1. The InterpretME KG comprises the target entity highlighted in light green. This entity is characterized by several key features high-
lighted in yellow, including hyperparameters, LIME features, and SHACL integrity constarints. Literals are in orange and classes are in dark
green.

6https://www.w3.org/TR/prov-o/
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available3. We empirically evaluate InterpretME in real-world KGs regarding execution time, interpretation quality,
and traceability of target entities. The observed results reveal the key role of Semantic Web technologies in the
interpretation of the outcomes of predictive models. As a result, InterpretME assists ML model users by allowing
for exploring – using SPARQL queries – metadata represented as factual statements in the InterpretME KG.

The rest of the paper is structured as follows: Section 2 describes the main concepts and motivates our work.
Section 3 defines the InterpretME architecture, while Section 4 reports the results of our experimental studies.
Section 5 presents the main characteristics of InterpretME as a resource. Section 6 discusses the state of the art, and
our conclusions and future work are outlined in Section 7.

2. Preliminaries and motivation

2.1. Main concepts

2.1.1. Predictive modeling frameworks
Predictive Modeling comprises methods to forecast future outcomes based on data encoding what has happened

in the past (e.g., historical data) and what is currently happening (e.g., current data). Predictive modeling resorts
to a variety of models and algorithms (e.g., random forest, gradient boosting model or decision trees) to solve pre-
dictive problems (e.g., classification or outlier detection) [32]. Despite the large spectrum of mature models and
well-defined problems, predictive modeling is a complex task that requires user expertise in the domain context and
modeling. De Bie et al. [5] conceptualizes predictive modeling in four stages, as depicted in Fig. 2. a) Data Engi-
neering comprises the tasks of acquiring, organizing, curating, and preparing data for prediction modeling. b) Data
Exploration includes the understanding of an application domain, and the interpretation of missing values, integrity
constraints, and data structures. c) Model Building involves the selection of the predictive model (e.g., machine or
deep learning), target function, hyperparameters, and relevant features. d) Exploitation covers the transformation
of the predictions into the decisions on the application domain. Predictive modeling complexity and the mandatory
requisite of knowledgeable users motivate automated techniques for facilitating the implementation of the stages
in Fig. 2.

De Bie et al. [5] identify three forms of automation: i) Mechanization is used in well-known tasks that can be
performed algorithmically without human intervention. Functions and modules, for example, can be used to per-
form tasks such as clustering algorithms and standardizing table values. Packages for performing such operations
are available as a library that can be easily integrated into any project. ii) Composition is performed on a series of

Fig. 2. Predictive modeling conceptualization by De Bie et al. [5]. It comprises four stages: Data Engineering, Data Exploration, Model Building,
and Exploitation. They offer three forms of automation: Mechanization, Composition, and Assistance.
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tasks that are implemented as workflows in high-level programming languages. For example, algorithm selection,
hyperparameter optimization, model selection, and so on fall under the stage of Model Building, which is covered
in Composition. iii) Assistance implemented to enhance interpretability and user efficiency by presenting visual-
izations, prediction scores, and explanatory model decisions. This includes monitoring what humans do during a
learning process so that an automated assistant can identify inappropriate choices and make useful recommenda-
tions.

Current developments in automation have mainly impacted the stages of Model Building and Exploitation. In par-
ticular, Automated Machine Learning (AutoML) systems (e.g., AutoML7 and AutoWeka [24]) successfully imple-
ment mechanization, and can automatize the processes of model building and feature selection, and the optimization
of the hyperparameters and target functions. Furthermore, interactive tools like RapidMiner,8 the Local Interpretable
Model-agnostic Explanations (LIME) framework [34], and SHapely Additive exPlanations (SHAP) [27] provide
assistance by reporting explanations of a model’s results. Specifically, LIME relies on local surrogate models to
explain the prediction of each entity of a test dataset. It computes – for the tested entities – the feature contribution
for each target class and the prediction probability. In general, LIME is independent of the original algorithm given
to the model and works locally to provide explanations for the prediction relative to each instance. LIME tries to fit
the local model using sample data points that are similar to the instance being explained.

2.1.2. Knowledge graph frameworks
The Semantic Web [4] aims at humans and machines working cooperatively in data exchange. Technologies

capable of encoding semantics have been defined to achieve this goal. One of these technologies is the Resource
Description Framework (RDF) [26], i.e., the W3C standard for publishing and exchanging data over the web. An
RDF graph G = 〈VG, EG〉 is a directed graph with labeled edges [3]. The nodes represent subjects and objects of
RDF triples, while predicates correspond to the labels of edges between nodes. We will use the terms RDF graph
and knowledge graph [19] interchangeably. In the ML context, KGs [38] can be used to store and reason about the
outcome of an ML model, enhance the explanation of a model’s decisions, or to augment the prior knowledge of the
model [39].

SPARQL [33] is the W3C recommendation language to query RDF graphs. SPARQL 1.1 [17] provides the SER-
VICE clause and allows for specifying a federated query over various RDF graphs accessible via SPARQL end-
points. However, usually, SPARQL endpoints prohibit using these clauses. Federated query engines offer the possi-
bility to answer federated queries without the need to know against which endpoint a subquery will be executed [1].

The Shapes Constraint Language (SHACL) [23] is the W3C recommendation language to define integrity con-
straints over RDF data. SHACL integrity constraints are expressed in RDF and modeled as a network of shapes,
called shape schema. A shape consists of i) a definition of the target; usually an RDF class or set of nodes, and ii) a
set of constraints that are imposed over the instances of the target. Constraints can also link shapes to each other,
hence, a shape network. An RDF graph’s entity that matches the target definition of a shape, satisfies the shape if it
validates all the constraints of the shape; the problem is, in general, intractable [7]. However, algorithms have been
proposed and implemented to validate tractable SHACL fragments [6,12] efficiently.

Definition 2.1 (InterpretME KG). An InterpretME KG is a heterogeneous graph where each node and edge is
assigned to a type, i.e., InterpretME KG = (V , E, L, T ), where: i) V represents the set of nodes, where each node
v ∈ V is associated with a type T (v) (i.e., Classes in Fig. 1); ii) E is the set of edges, where each edge l ∈ E connects
two nodes of different types, i.e., T (v) �= T (u); iii) L represents a set of directed edge labels (i.e., Properties in
Fig. 1); and iv) T represents the set of entity types (i.e., Classes in Fig. 1), where each entity type T is associated
with set of entities V .

2.2. Motivating example

The motivation for our work originates from the lack of automated assistance despite the great potential of in-
tegrating knowledge graphs with predictive modeling frameworks. Tracing and explaining the predictive models

7https://www.automl.org/
8https://rapidminer.com/

https://www.automl.org/
https://rapidminer.com/
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Fig. 3. Vocabulary. Figure 3a shows the properties of the classes used to describe the machine learning models. Figure 3b and Fig. 3c depicts the
extension of ML schema used to describe the predictive model characteristics and also incorporates the SHACL validation results. The required
properties and classes are utilize for presenting the traced knowledge of the predictive models in the InterpretME KG.

built over data collected from the KGs in order to provide assistance is the main goal of our tool InterpretME. An
InterpretME KG comprises the vocabulary shown in Fig. 3 and is further detailed in Section 5. Even though the
state-of-the-art successfully developed automated machine learning systems, through mechanization and composi-
tion, pipelines for predictive modeling are unable to generate human- and machine-readable decisions to assist users
and enhance their efficiency. LIME creates human-readable interpretations for a particular predicting task. They
cannot deliver factual statements about interpretations of the target entity. They also fail to take into account the
target entity’s properties in the predictive model and the input KG.

Figure 4a depicts a predictive modeling pipeline, where an automated machine learning system (e.g., AutoML)
is utilized for model and feature selection, and hyperparameters’ optimization. Moreover, interpretable tools (e.g.,
LIME) provides interpretable results. Figure 4a illustrates the pipeline B ; an input dataset A is collected from an
RDF knowledge graph that integrates data about lung cancer patients. The SPARQL query is used to extract fea-
tures from the KG, describing the main characteristics of a lung cancer patient, i.e., patient identifier (a.k.a. EHR is
electronic health record of a patient), Gender, Age, cancer stage (a.k.a. CancerStage), smoking habits (a.k.a. Smok-
ingHabit), and lung cancer Biomarkers. Additionally, the dataset comprises information about the cancer types of
the relatives of the lung cancer patients; this information is maintained in the features CancerType and FamilialDe-
gree. The predictive task is a binary classification to predict if a patient will be positive for the biomarker ALK or by
any other biomarker. AutoML performs model selection and hyperparameter optimization C ; based on AutoML
recommendations, the random forests and decision tree models are selected to implement the classification problem.
Further, the interpretable surrogate tools LIME and Decision trees are utilized to provide local interpretations of each
patient in the test dataset. Decision trees yield the relevant features which contribute to the model outcomes D . E

depicts an exemplar entity where LIME determines a prediction probability of 0.7 to belong to the target class ALK
(i.e., Class 0), otherwise, 0.3 target class Others (i.e., Class 1). LIME also identifies the top 10 relevant features
for the target entity and assigns weights. These outcomes allow for understanding the quality of the implemented
pipeline. Nevertheless, when they are reported to oncologists, many questions may still arise Fig. 4b: Q1) Who is
this patient interpreted by LIME? Q2) How does the Stages feature contribute to the classification of this patient
in the target class ALK? Q3) Which other features are relevant for this classification? Q4) Does this patient satisfy
the domain integrity constraints? Q5) What are the main characteristics of this patient? The oncologists gave us
the feedback that InterpretME facilitates their understanding of the reasons for the classification. Notably, the users
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Fig. 4. Lung Cancer KG Example. Figure 4a depicts the motivation of a pipeline that integrates knowledge graphs and data-driven frameworks,
i.e., AutoML, Decision Trees, LIME. SPARQL queries are utilized to extract the data from KG, the classification task is to predict whether a
patient is positive for biomarker and Fig. 4b illustrates the questions reported by domain experts regarding the issue in interpreting data-driven
frameworks such as LIME, that still lack in terms of interpretability and traceability.

comprehended better the answers to the queries over the InterpretME KG and the Lung Cancer KG than simply the
answers of LIME. Although, the user would have been able to interpret the results produced by LIME, he/she would
need to trace back these results to the original data properties to know if, for example, the reported patient violates
the domain constraints or not. For instance, a domain constraint, ‘If a patient receives a drug for the treatment, then
he or she is cured’. InterpretME combines local explanations with knowledge graphs and SHACL constraints to
ensure traceability. In order to support our justification, a user case study was also carried out; it will be discussed
in Section 4.5. The assessment outcomes suggest that using KGs to document ML pipelines contributes to a better
understanding of the predictions suggested by an ML model, as well as the interpretations provided by LIME.

3. InterpretME: An interpretable pipeline for predictive modeling over knowledge graphs

3.1. Tracing metadata in machine learning pipelines

We aim to collect metadata during the different stages of a predictive model pipeline. Figure 5 shows, in a pic-
torial view, the characteristics of the data collected towards the improvement of automation Assistance; this figure
is based on the conceptualization of predictive modeling proposed by De Bie et al. [5] reported in Fig. 2. In the
Data Engineering stage, InterpretME captures metadata from the input KG (e.g., features’ definition, endpoint, and
target classes) and records the SHACL constraints, used for data validation. During Model Building, suggestions
from AutoML systems can be considered. InterpretME traces the optimized hyperparameters and estimated fea-
tures’ relevancy, and records the model performance metric outcomes (e.g., precision) for a particular run. SHACL
validation reports are also included in the InterpretME KG. InterpretME also exploits decision trees and visualizes
the validation report to enhance exploration. Lastly, for Exploitation, InterpretME aligns target entities with entities
in KGs, where the model’s features are defined. These facts allow for i) tracing back the main properties of target
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Fig. 5. Tracing Metadata depicts what all InterpretME traces (e.g., model characteristics) the predictive model characteristics at each forms of
mechanization, i.e., Mechanization, Composition, Assistance. Based on Figure proposed by De Bie et al. [5] presented in Fig. 2.

entities in the input KG; ii) understanding interpretability of models’ results (e.g., LIME prediction probabilities,
interpreted features, and associated weights); and iii) checking SHACL validation reports. InterpretME identifies
uniquely all the collected metadata. As a result, tracing the collected metadata enhances explanations about an ML
model behavior.

3.2. The InterpretME architecture

Figure 6 depicts the InterpretME architecture. InterpretME is a tool for fine-grained representations of the main
characteristics of a trained predictive modeling framework. The architecture of InterpretME deals with training the
predictive models and collecting information generated as output of predictive models (i.e., model accuracy, list of
important features, prediction probabilities, and classified classes for each instance). InterpretME provides assis-
tance (Fig. 5) to the user by tracing metadata to generate instances of the InterpretME KG. Federated queries are
obtained on top of the InterpretME KG and the input KG to trace back, and answers questions in Fig. 4b. Inter-
pretME takes a JSON file as input (i.e., endpoints of KGs, features’ definition, target definition, SHACL constraints,
sampling strategy, and class definition)9; a SPARQL query is generated based on the feature definition given by
the user and the query is used to retrieve the application domain data from the input KGs. Users perform the step
of providing a SPARQL endpoint or path to a dataset and its corresponding feature definition in the input JSON
file. InterpretME performs additional steps automatically, such as extracting data based on the query, running pre-
dictive models, saving prediction results, and so on. The structure of the query enables entities in the input KGs
to be aligned to the identifiers of the entities in the ML models’ datasets. These alignments facilitate the SHACL
validation and federated query processing over the InterpretME KG and the input KGs.

1. InterpretME evaluates the SHACL constraints over the nodes of the input KGs and outputs a validation
report per constraint and target entity. These results indicate whether an entity validates or invalidates the constraints
defined by the user. The validation reports states the validity of data used by the predictive models10. Thus, SHACL
constraints are a crucial part of the InterpretME KG. Their evaluation identifies if a particular entity is violating the
integrity constraints, where True represents that the particular entity is valid, inversely represented by False.

2. Preprocessing includes transforming data collected from the input KGs or from CSV, and JSON files into a
form that can be used in the training of a predictive model. Many machine learning models cannot handle categorical
values directly, InterpretME generates one hot-encodings using the Python library sklearn to transform the model’s

9https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/example/example_kg_french_royalty.json
10https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/pipeline.py#L155-L190

https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/example/example_kg_french_royalty.json
https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/pipeline.py#L155-L190
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Fig. 6. The InterpretME Architecture. The input of InterpretME is either Knowledge graphs or datasets in formats, i.e., CSV, and JSON.
In Mechanization layer, SHACL validation, data preprocessing, and AutoML are utilized. The Composition layer performs the predictive task,
and the interpretable tools like Decision trees and LIME are implemented for understanding the predictions. In Assistance layer, InterpretME
generates an InterpretME KG with the traced metadata of the trained predictive model, to provide users with more enhanced and reliable
interpretations. Generating and Exploiting the InterpretME KG involves RML mappings and Federated Query Processing.

categorical features into binary features that can be further used for predictive models11; it makes training data more
expressive, and can be easily re-scaled. Also, the target class can be defined in InterpretME. Sampling strategies
(e.g., under-sampling or over-sampling) are also utilized to reduce data imbalance so that the machine learning
algorithms can perform better. Many machine learning algorithms, like decision trees, random forests, and neural
networks resort to class distribution in the training dataset to compute the probability of instances in each class
when the model will be used to make predictions. Model configuration (during Preprocessing) can be done based
on automated systems’ selections (e.g., AutoML/OpenML) or based on a user’s preferences. Automated tools (e.g.,
Optuna [2]) can be used to generate optimized hyperparameters for predictive models.

3. Predictive Modeling. An automated model can also perform stratified shuffle split cross-validation with ran-
dom forest, and identify the relevant features; they are used to train a decision tree classifier to predict and visualize
the outcomes of the predictive models, and report on precision and accuracy12.

4. Interpretation is utilized to enhance the understanding of the trained predictive model. Also, a visualization of
the decision tree can be obtained with associated constraints. This module provides more insights of a validated/in-
validated feature, and interpretable surrogate tools like LIME [34] (as in Fig. 4a) yields the most relevant features
and local explanations list. They reflect the contribution of each feature to the prediction.

5. Semantification is a module of InterpretME, where mapping rules are defined with the RDF Mapping Lan-
guage (RML) [8] using the data collected from the predictive models. RML expresses – using triples maps – the
conversion of raw data, e.g., JSON, CSV, and XML, into RDF KGs. RML states correspondences between traced
metadata and factual statements in the InterpretME KG. Listing 3.3 demonstrates an example of an RML triples
map where, the 〈Input_Endpoint〉 tag groups the mappings sharing the same subject. The component rml:log-
icalSource is used to define the data source that will be utilized for the current triples map. Next, we use the
rr:subjectMap to define the class of the subject. For example, in Listing 3.3, intr:Endpoint is the defined
class of 〈Input_Endpoint〉 triples map. Further, a rr:predicateObjectMap is utilized to define the creation of
predicates and its object value for the subject.

11https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/preprocessing_data.py#L57-L84
12https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/classification.py

https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/preprocessing_data.py#L57-L84
https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/classification.py
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6. During Tracing, SPARQL queries can be executed to explore the InterpretME results of a particular target
entity. Users can identify patterns and correlations between the given features and also perform statistical analysis
of a particular target entity. The InterpretME KG provides clarification and eases the interpretation of the model’s
prediction of a particular entity aligned with the SHACL validation results.

7. Exploration of Federated KGs. Query processing allows for querying the InterpretME KG and the input KGs
(if there is any). A user is involved in executing federated SPARQL queries to gain more insights from the predic-
tive model’s decision. Mostly results of interpretable tools are hard to interpret and understand the characteristics of
target entity’s behavior in predictive models. As a result, the advantage of comparing the predictive model’s charac-
teristics in the InterpretME KG to the characteristics of a specific entity in the input KGs is obtained by using query
processing. Thus, a user can trace back via query federation to interpret the results for a specific target entity with
input characteristics aligned with SHACL validation results. Exemplar queries are shown in GitHub13.

3.3. Running example

To exemplify different components of the InterpretME architecture, we have used the following running example
(Fig. 7). In our GitHub repository, we provide a comparable example with the French Royalty KG14. Because of
privacy issues, the Lung Cancer KG cannot be published, but this example allows for reproducing our results.

a The Lung Cancer KG integrates the features’ and class target definitions about lung cancer patients; their
constraints are defined in terms of SHACL. Features’ definitions are classified into independent and dependent
variables. Independent variables are features that the user selects for analyzing the model’s prediction. On the other
hand, a dependent variable is a feature under investigation that is expected to change in response to changes in the
independent variable. They are used later in the predictive modeling pipeline and are defined as follows:

where EHR is the electronic health record of a patient, the first part states the feature name (i.e., Gender), and
the later part (i.e., <https://LungCancer.eu/vocab/sex>) describes the feature in the KG. Figure 7 shows the traced
input configuration, i.e., features’ definitions, sampling strategies, class definitions, number of important features,
SPARQL endpoint, etc. that are represented in the form of RDF triples, later used for the InterpetME KG. In the
current running example Fig. 7, the target class (Biomarker) is imbalanced (i.e., target class ALK has 872 instances
of patients while target class Others has 432 instances of patients). Therefore, the under-sampling technique15 is
selected for this use case to tackle the problem of imbalance.

b Considering our running example in Fig. 7, the SHACL shapes represent integrity constraints. A SHACL
schema defines integrity constraints, used by InterpretME for validating results and for uncovering their impact on
a model’s decisions. Here, the “constraint”: “Afatinib is not recommended for NSCLC EGFR negative (hasDrug)”
is applied over the extracted data from the input KG. The above constraint states a medical protocol that Afatinib
is a drug that is not recommended for a patient being EGFR negative. Figure 7 depicts the traced metadata about
SHACL validation, i.e., the patient lc: 1501042 with EGFR positive satisfies the constraint, an entity alignment is
performed to trace the original entity of the input KG with SHACL validation results.

c The preprocessed and sampled data with optimized hyperparameters is then fed to the automated tools for
model building (e.g., ensemble learning) to perform the predictive task. Here, the automated model can also per-
form stratified shuffle split cross-validation with models like Random forest, AdaBoost classifier, Gradient boost

13https://github.com/SDM-TIB/InterpretME/tree/v1.3.2/example/queries/template
14https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/example/InterpretME_french_royalty.ipynb
15https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/sampling_strategy.py

https://github.com/SDM-TIB/InterpretME/tree/v1.3.2/example/queries/template
https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/example/InterpretME_french_royalty.ipynb
https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/InterpretME/sampling_strategy.py
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Fig. 7. Running example demonstrates the InterpretME internal architecture over the Lung cancer KG. At each stage, all that InterpretME traces
about the features’ definition, SHACL validation, and the predictive model characteristics are shown as an RDF graph. InterpretME integrates
all these traced metadata to generate the InterpretME KG.

classifier, and identify the relevant features; they are used to train a decision tree classifier to predict and visualize
the outcomes12. InterpretME stores the metadata about the evaluation of the model for a particular run.

d The trained predictive model in c can be visualized by means of Decision trees; they can be visualized with
SHACL constraints to observe which subtree validates or invalidates the protocol16. To understand the predictive
model’s outcomes, InterpretME resorts to interpretable tools, e.g., LIME, to provide a local explanation of each en-
tity. LIME provides the prediction probability of the target class ALK (i.e., Class 0) as 0.65 and target class Others
(i.e., Class 1) as 0.35. For example, Fig. 7 demonstrates that the target entity intr:1501042 has a prediction proba-
bility of 0.35 for class Others (i.e., Class 1) interpreted by LIME. The relevant features list is often used to illustrate
which features may cause a change in the prediction of the trained model. LIME results are also represented in the
InterpretME KG; a user can utilize SPARQL queries to perform statistical analyses over these factual statements.

e Traced metadata are semantified using RML. RML mapping rules specify the role of transforming collected
metadata into RDF triples for the InterpretME KG17. The unified schema of InterpretME represents the meaning of
data in the InterpretME KG18. The following RML syntax is used to define one of the mapping rules:

SDM-RDFizer [21] integrates entities collected during the training of a ML model into the InterpretME KG as
factual statements. RML provides a declarative definition of the classes and properties of the InterpretME ontology

16https://github.com/SDM-TIB/InterpretME/tree/v1.3.2/images
17https://github.com/SDM-TIB/InterpretME/tree/v1.3.2/InterpretME/mappings
18https://github.com/tibonto/InterpretME

https://github.com/SDM-TIB/InterpretME/tree/v1.3.2/images
https://github.com/SDM-TIB/InterpretME/tree/v1.3.2/InterpretME/mappings
https://github.com/tibonto/InterpretME
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Fig. 8. Entity Alignment. Figure 8a shows a target entity lc:11315856 from the Input KG with the features, i.e., age, gender, smoking habit,
and biomarker. Figure 8b illustrates the InterpretME KG of a target entity (intr:11315856) with the traced metadata from the predictive
model. Figure 8c demonstrates the entity from the Lung cancer KG is aligned with the target entity from the InterpretME KG via owl:sameAs.
The out-degree distribution of lc:11315856 is 6 in the input KG, 11 in the InterpretME KG, and goes to 17 in the federated KGs.

and ML schema to the collected entities. As a result, the InterpretME KG comprises machine and human statements
that document the trained ML behavior. The generated RDF data is uploaded to an instance of Virtuoso. Entities
in the InterpretME KG and the input KGs are aligned to ensure traceability. InterpretME can accept input from
multiple KGs and therefore the process of entity alignment as shown in Fig. 8 plays a vital role. The federation of
KGs requires the identification of a specific entity, as well as the source of the entity. As a result, the URI of an
entity in the input KGs differs from the URI in the InterpretME KG. The InterpretME federated query engine allows
for tracing back the ML models’ results, i.e., main properties of target entities, LIME prediction probabilities, and
SHACL validation reports. InterpretME has the advantage of assessing target entities not only based on ML models
but also based on the entity’s properties. Appendix includes some queries to be executed over the SPARQL endpoint
of InterpretME; their answers provide insights about the behavior of the trained ML models. Additionally, a short
tutorial is available to demonstrate the use of InterpretME14.

4. Empirical evaluation

We evaluate InterpretME with the goal of answering the following research questions: RQ1) What is the impact
of integrating predictive modeling frameworks with KGs to enhance interpretability? RQ2) Can InterpretME trace
decisions made by predictive models? RQ3) To which extent does the InterpretME KG satisfy standard quality
criteria? RQ4) How much is the observed overhead at each stage of InterpretME? The experimental settings utilized
to evaluate InterpretME are as follows:

Benchmarks. Table 1 presents our KGs in numbers. The French Royalty KG [16] is fully curated. For each
person in the KG, we added the class dbo:Person, the number of children, the number of predecessors, and triple-
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Table 1

Statistics about input KG and InterpretME KG

Knowledge graph #triples #entities #predicates #objects #triples /#entities

French Royalty Input KG 31,599 3,439 133 4,390 9.18

InterpretME KG 245,981 30,914 152 35,622 7.96

Lung Cancer Input KG 77,466,343 21,420,170 357 15,053,863 2.30

InterpretME KG 62,393 8,877 152 11,546 7.03

Fig. 9. Degree distributions of the entity targets in the French royalty KG. The distribution in blue depicts the degrees of the target entities
semantically enhanced with InterpretME, while green shows their original degree distribution.

related counts like the number of distinct predicates. Furthermore, we added the ground truth for the relationship
hasSpouse. Forecasting whether a member of the French Royalty has a spouse is our predictive task. We created
ten SHACL constraints of which some are inspired by the logical rules presented in [16], e.g., if I have a child, this
child has another parent which is not me. The other constraints follow a similar pattern, e.g., if a person has two
different parents, the parents are likely to be married. We use a private KG from the biomedical domain – The Lung
Cancer KG [40] – which integrates lung cancer patients mentioned as in Section 2. This KG includes information
describing the main characteristics of a lung cancer patient. The prediction task is a binary classification to predict
the biomarker of the patient, which can be ALK or others. The SHACL constraints used are the medical protocols
that recommend when treatments should be prescribed according to a patient’s biomarkers; we defined four different
SHACL constraints stating that EGFR negative patients should not take Afatinib or Gefitinib.

Machine Learning Models. InterpretME resorts to ensemble learning techniques to solve the previously de-
scribed prediction tasks. Random forests create multiple decision trees by bootstrapping datasets created from the
KGs, and randomly selecting a subset of variables at each step of the decision tree. A random forest generates the
list of relevant features iteratively with a stratified shuffle split cross-validator (5 fold-validation with training 70%
and testing 30%). A decision tree uses this list to train the predictive model. The generated classification decision
tree is easy to understand due to its visualization of the decision process. Accuracy without the random-forest strat-
ified shuffle split is 69% in the Lung Cancer KG predictive task and 95% in the French Royalty KG, but with our
approach, accuracy is increased to 77.50% and 96.17%, respectively.

Metrics. Execution Time: The time elapsed at each component of the pipeline is reported. The reported times
correspond to absolute wall-clock system time in seconds as reported by Python’s time.time() method. The
average execution time of five runs is reported. The experiments are run on a machine equipped with an Intel®

Core(TM)i7- 10850H at 2.71 GHz and 16 GiB RAM.
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4.1. Degree distribution of the InterpretME KG

In graph theory and complex networks, an entity’s degree (or the number of neighbors ignoring edges’ direction)
is defined as the number of relations with other entities. Increasing the degree of an entity expresses a richer, more
accurate view of the particular entity. Better context means better interpretability, not just volume. For instance, in
the predictive task described in the running example Section 3.3, the predictive model states the decision of a partic-
ular target entity; it is unclear how these decisions are generated with only knowing the node of a patient and its at-
tributes.While InterpretME tries to increase more contextual edges of a patient node via annotating the contextual in-
formation and behavior about the patient (e.g., Validation report) in the pipeline. In a nutshell, increasing the degree
of a node with more context makes the interpretation not only human-understandable but also machine-readable.
InterpretME traces the entities of the target classes (e.g., ALK) defined as dependent variables via SPARQL queries
over the input KGs. In the InterpretME KG, these entities are described in terms of metadata collected by Inter-
pretME components (e.g., hasInterpretedFeature, hasFeatureWeight, hasEntityClassProbability, hasPredictionProb-
ability, hasSHACLResult, hasSHACLConstraint). For instance, Fig. 8 shows entity alignment. Given a predictive
task over the Lung Cancer KG, we know the main characteristics of a target entity lc:11315856 (i.e., LCPatient,
age, smoking habit, biomarker) in the input KG. Additionally, InterpretME traces both the characteristics of a predic-
tive model (i.e., prediction, accuracy, relevant features, feature contribution, hyperparameter’s, model, target class)
and the knowledge about the entity satisfying the domain constraint. The entity in the input KG (lc:11315856)
is aligned with the target entity via owl:sameAs. InterpretME applied an extension of the Leibniz’s Inference
Law [14], which states that if X owl:sameAs Y , then E[Z := X] ≡ E[Z := Y ], where E[Z := T ] represents
the textual substitution in the graph pattern E of variable Z by the corresponding entity T . Thus, InterpretME en-
tails all the characteristics of entity lc:11315856. Here, the outdegree of entity lc:11315856 is 6 in the input
KG, while in the InterpretME KG is 11 with the traced metadata, while in the federation of the input KG and the
InterpretME KG, the outdegree distribution increases to 17. As a result, more contextual edges are represented in
the federated KGs and provide a user with more detailed interpretations of the model’s decision.

Figure 9 depicts the degree distribution results of the French Royalty KG; the average number of neighbors
is WithInterpretME: 27.19 (with a standard deviation of 6.13) and 11.39 (with a standard deviation of 5.06)
WithoutInterpretME. InterpretME increases the number of RDF triples that describe a target entity; a user can
query these triples to explore the predictive model decisions. The InterpretME KG properties are retrieved. These
values of degree distribution quantify the information gained for each target entity in terms of all that Inter-
pretME traces. The execution of queries 1 and 419 over the InterpretME KG retrieves the values of these prop-
erties for intr:Louis_XIV. As a result of tracing the machine learning pipeline, the number of properties of
intr:Louis_XIV (i.e., outdegree) goes from 32 in the French Royalty KG to 55, and thus, the entity’s degree is
increased. Based on these outcomes, we can answer the RQ1), and InterpretME enhances the interpretability of a
target entity dbr:Louis_XIV and provide the user more contextual insights into the prediction task.

4.2. Traceability

We evaluate InterpretME in terms of the traceability of a target entity. Table 2 reports on the average number of
answers to the type of questions presented in our motivating example (Section 2). InterpretME efficiently traces the
target entity and provides the user with additional information about the prediction probability of the entity. Also, it
helps users to uncover relevant features of an entity that contribute to the prediction, with assigned weight distribu-
tion for the top-10 features. The federated query engine, DeTrusty [37], evaluates SPARQL queries to retrieve data
from the original KG, the InterpretME KG, or both. Instances in the InterpretME KG are linked to the entity in the
original KG via owl:sameAs. The KGs are accessible via SPARQL endpoints. In Table 2, the questions presented
in Section 2 are expressed as SPARQL queries over the two KGs. For the French Royalty KG, InterpretME models
LIME interpretations in terms of 10 RDF triples (on average), and the contribution of a given feature is documented
with 2 RDF triples on average for the binary classification task. Moreover, target entities satisfy the 10 domain in-
tegrity constraints, and the average number of main characteristics of the target entities in the French Royalty KG is

19https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/example/queries/french_royalty

https://github.com/SDM-TIB/InterpretME/blob/v1.3.2/example/queries/french_royalty
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Table 2

Average number of answers per target entity to questions from Fig. 4a

ID Question Avg answers in

Lung cancer KG French royalty KG

Q1 Which is the target entity interpreted by LIME? 20.57 10.00

Q2 How does feature contribute to the classification of this entity? 2.05 2.00

Q3 Which other features are relevant for this classification? 11.65 4.47

Q4 Does this target entity satisfy the domain integrity constraints? 4.00 10.00

Q5 What are the main characteristics of the target entity? 46.28 12.24

Table 3

Evaluation metrics

Metric Value Explanation Formula (in [11])

Accuracy Section 2.2.1

Synt. validity of RDF doc 1 RDF files are valid msynRDF(g)

Synt. validity of literals 1 Literals have a label that defines a range of possible values msynLit(g)

Semant. validity of triples 1 Literals are collected from input or can be measured msemTriple(g)

Trustworthiness Section 2.2.2

KG level 0.25 Automated data curation from structured data sources mgraph(hg)

Statement level 0.5 Provenance is traced mfact(g)

Unknown/empty values 0 Empty values are not indicated mNoVal(g)

Relevancy Section 2.3.1

Ranking of statements 0 Ranking is not useful in this context mRanking(g)

Ease of Understanding Section 2.4.1

Description of resources 1 Resources have label and comment mDescr

Labels in multiple lang 0 Labels are only available in English mLang(g)

RDF serialization 1 Serialization in Turtle muSer(hg)

Self-describing URIs 0.5 Partial use of self-describing URIs muURI(g)

Interlinking Section 2.5.3

Interlinking via owl:sameAs 1 Use of owl:sameAs for linking the InterpretME KG to the input KG mInst(g)

12.24. The average number of answers in the Lung Cancer KG is higher because a lung cancer patient is described
in more detail than a person in the French Royalty KG. Based on these outcomes, we can positively answer RQ2)
because InterpretME can translate back to the original KGs, the decisions made by the predictive models.

4.3. The quality of the InterpretME knowledge graph in numbers

This section answers RQ3) and reports the results of the evaluation of the InterpretME KG in terms of the
quality metrics proposed by Färber et al. [11]. Four data quality categories are considered: i) Intrinsic category is
independent of the use case context; ii) Contextual category depends on the application context of a data consumer;
iii) The form of how information is available is quantified by the representational category; and iv) Accessibility
category determines how data can be accessed. Table 3 depicts all the metrics by category from Färber et al. [11] to
check the quality of the InterpretME KG. They help the user to better estimate the pros and cons of InterpretME.
Färber et al. [11] propose extended quality parameters and categories (i.e, trustworthiness and interlinking). The
scores for quality metrics (Table 3) are assigned manually, following the scores’ definition by Färber et al. [11].
Since, the InterpretME KG covers a new domain of structured data, the eloquence of several suggested criteria [11]
is still relatively low. For example, the metric used in the representational category, such as Labels in multiple
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Fig. 10. Evaluation. Figure 10a presents impact of execution time in seconds at each stage of InterpretME pipeline. Figure 10b reports on a user
study conducted with 19 participants (ages ranging from 20 to 45); on average the participants were familiar with the concept of Interpretability,
and experience level of ML is 3.31. Participants rated LIME interpretation 6.05, while InterpretME was rated with 8.10.

languages shown in Table 3 can be enhanced from 0 to 1 with the inclusion of other languages. However, we are
optimistic that these values will be increased once real-world applications begin to use InterpretME.

4.4. Execution time

This section describes Fig. 10a and aims at answering RQ4), i.e., the overhead caused by each of the components
of InterpretME. The analysis of the execution time reveals the impact of different parameters on the performance of
the InterpretME steps. We have calculated the average execution time based on the two use cases, French Royalty
and Lung Cancer KGs by taking the average of five runs per use case. The French Royalty KG comprises 31, 599
RDF triples, while the Lung Cancer KG comprises 77, 466, 343 RDF triples (Table 1), i.e., the Lung Cancer KG is
3.8 orders of magnitude larger than the French Royalty KG.

The average execution time of the first component, i.e., the SHACL validation, is 1.46 and 67.19 seconds, respec-
tively. The second component – Preprocessing – where data is extracted and preprocessed to be given to the machine
learning model, takes on average 0.30 and 0.47 seconds in the two use cases, respectively. The next component is
training the model (Predictive Modeling); the average execution time is 3.14 and 4.22 seconds for the French Roy-
alty KG and the Lung Cancer KG, respectively. Further, Interpretation component, where the decision trees for the
model are generated, takes an average 1.39 and 1.92 seconds, respectively. For French Royalty, the number of target
entities is slightly higher compared to the Lung Cancer KG. Thus, using LIME to generate the interpretable results
requires 58.09 and 20.18 seconds in the use cases, respectively. Lastly, the Semantification of the traced metadata
takes 42.87 and 15.87 seconds for the French Royalty KG and the Lung Cancer KG, respectively.

The reported results are consistent with the fact stated by Figuera et al. [12] that the SHACL validation is mainly
impacted by the KG size and number of SHACL constraints. The validation of the Lung Cancer constraints takes
much longer than for the French Royalty, since the Lung Cancer KG is much larger and the constraints used are
more complex, e.g., we are using the concept of linked shapes for the Lung Cancer KG. As a result, the ML pipeline
execution time is also impacted, as well as the generation of the InterpretME KG instances.

4.5. User study

We report the results of a user study20 (Fig. 10b) about interpretability in InterpretME. We aim to assess how each
participant understands the term interpretability. Further, we conduct a user experience evaluation of the framework
based on usability criteria. The goal is to answer the following questions: i) Is it beneficial to integrate knowledge
graphs for interpretability? This question is intended to determine the impact of knowledge graphs in the inter-
pretability of a target entity. ii) How clear is the notion of the interpretation from LIME on an increasing scale from
1–10? This question seeks to examine the interpretations provided by LIME. iii) How clear is the notion of the
interpretation from InterpretME on an increasing scale from 1–10? This question aims to assess the conceptual and
practical understanding of the InterpretME KG. iv) Do we have a positive or negative attitude towards the tool?
This question indicates participants’ attitudes toward InterpretME in terms of usability, reliability, and trustability.

20https://docs.google.com/spreadsheets/d/1UIwwmmOEbNtx-_IN8_5sPg_QzU5WwUXLRgZCowefLtI/edit?resourcekey#gid=836713689

https://docs.google.com/spreadsheets/d/1UIwwmmOEbNtx-_IN8_5sPg_QzU5WwUXLRgZCowefLtI/edit?resourcekey#gid=836713689
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During a lecture of data management, we shared the overall 12 questions to 19 participants that included 7 mas-
ter students from computer science, 5 researchers from academia, 3 software developers, 2 medical students, and 2
Ph.D. students. The vast majority of our participants (10/19) had prior knowledge of ML. Figure 10b depicts the
participants score of familiarity with ML ranging from 1–5 scale (1 indicates unfamiliar and 5 indicates familiar).
On average, the participants (11/19) were less familiar with the term “interpretability”. A statistical overview of
the familiarity is displayed in Fig. 10b. InterpretME was evaluated quantitatively and qualitatively. First, partici-
pants were given a brief description21 of a prediction task over the French Royalty KG. In addition, guidelines22

for running InterpretME locally on their machines were provided. Participants were asked to run an InterpretME
pipeline to “predict the spouse of a French royal person”. Running the pipeline generates predictions, LIME results,
and the InterpretME KG. Firstly, participants were asked to analyze LIME results23 in terms of interpretability and
traceability of a target entity. The participants rated 2 questions regarding the notion of interpretations provided by
LIME and InterpretME ranging from 1–10 scale (1 indicates not understandable and 10 indicates understandable).

In the (i) question, most participants believed that KGs play a significant role in the interpretability of ML models
and comply with the fact mentioned in [38]. Participants were asked to assess LIME interpretations before creating
the InterpretME KG. Most participants who were familiar with ML found it difficult and computational. The (ii) and
(iii) question focuses on the benefit of the interpretation given by the InterpretME KG compared to LIME. Almost
all of the participants (18/19) experienced difficulty to determine which interpretation of LIME belonged to which
target entity; the interpretability of LIME output was scored with an average of 6.05, as shown in Fig. 10b. In con-
trast, the interpretability of InterpretME is placed with an average of 8.10. The (iv) question focuses on assessing
the usability and effectiveness of InterpretME. We observed that participants did not understand the interpretations
of LIME. They rated InterpetME with a positive attitude, suggesting that the InterpretME KG may provide more
insights into a particular prediction. The participants familiar with machine learning and interpretability, better un-
derstand LIME and InterpretME interpretations. The quantitative evaluation from the usability criteria was assessed
using descriptive statistics presented in Fig. 10b. The participants were given around 20 minutes to evaluate LIME
results, and pointed out that the outcomes were difficult to understand without the contextual knowledge. Partici-
pants familiar with ML noticed that determining which results belong to a target entity was difficult and took them
considerable time. Lastly, participants perceived the results documented by the InterpretME KG to be more inter-
pretable and also provide traceability of a target entity with the contextual knowledge. As a result, the participants
reported that using InterpretME, they took less time (around 2 minutes) including the execution of SPARQL queries;
they were also able to answer the questions from Fig. 4b. These findings suggest that the interpretations generated
from InterpretME are machine-readable and understandable by humans.

5. InterpretME as a tool

InterpretME is publicly available as a Python library on PyPI3. While the core of the pipeline is entirely new,
InterpretME reuses available tools from the community. InterpretME pipeline() receives a JSON file as a configura-
tion input from the user to extract all the features’ definition, SPARQL endpoints or Datasets, SHACL constraints,
target classes, and sampling strategies. Features are defined in the form of independent and dependent variables,
provided to the InterpretME pipeline to perform the prediction tasks. For the SHACL validation, InterpretME relies
on Trav-SHACL [12] since it is capable of validating a SHACL schema against a SPARQL endpoint and scales
better compared to other approaches with the same capability. InterpretME provides the Preprocessing component
for data curation, optimize hyperparameters, and sampling strategy. Predictive Modeling provides binary and multi-
class classification with ensemble learning techniques. Also, cross-validation and classification reports are obtained
for a particular predictive model. Currently, InterpretME uses LIME [34] to create model interpretations. RML [8]
is used to define the process of integrating the traced metadata into the InterpretME KG; it is semantified using

21https://docs.google.com/presentation/d/1ft_shurXwPcPeXc4wWKWSJvFtoFoU5_Y2ESFKU00AYo/edit#slide=id.g5684df23fa_0_19
22https://github.com/SDM-TIB/InterpretME/tree/main/example
23https://forms.gle/LnSjU8NmF1FhQCai9

https://docs.google.com/presentation/d/1ft_shurXwPcPeXc4wWKWSJvFtoFoU5_Y2ESFKU00AYo/edit#slide=id.g5684df23fa_0_19
https://github.com/SDM-TIB/InterpretME/tree/main/example
https://forms.gle/LnSjU8NmF1FhQCai9
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SDM-RDFizer [21] (version 4.5.5 [20]), an efficient RML-compliant engine for KG creation. The RDF data is up-
loaded into an instance of Virtuoso 7.20.3233. The following pipeline() command executes the whole pipeline; It
includes the extraction of data and metadata from the input data, validating SHACL constraints, preprocessing the
data, running predictive models, semantifying the results, and populating the InterpretME KG:

The InterpretME ontology extends ML Schema [10], a vocabulary to deal with machine learning algorithms.
ML Schema can be used to describe different algorithms, implementation, model evaluation, and the input and
output considered by the algorithms; it also represents relationships between ML algorithms and their execu-
tions. InterpretME reuses 12 concepts in the mappings from ML Schema as shown in the Fig. 3a. They include
classes mls:Run, mls:Implementation, mls:ModelEvaluation, and mls:HyperParameterSet-
ting, and the relations mls:hasInput, mls:hasOutput, and mls:hasHyperParameter. The Inter-
pretME ontology also include classes and properties to represent ML algorithm results with LIME interpretations
(e.g., intr:PredictionInterpretability and intr:hasPredictionProbability), and the re-
sults of validating SHACL schemas over the input KG (e.g., intr:SHACLValidation, intr:hasSHACLRe-
sult, and intr:hasSHACLConstraint); the description of these classes and properties are depicted in Fig. 3b
and Fig. 3c. Following the FAIR principles [15], the InterpretME ontology is publicly available on an instance of
VoCoL24; it enables the management, understanding, and exploration of the ontology.

The data from the InterpretME KG – and from the input KGs – can be queried using the federated query en-
gine DeTrusty (version 0.12.3 [37]). DeTrusty is based on MULDER [9], i.e., it uses semantic source descriptions
during decomposition and planning. Rohde [36] describes the vision of incorporating the SHACL validation result
into SPARQL query answers by executing the validation during query processing. While we are not providing an
engine fulfilling this vision, a similar outcome can be achieved when querying the original KG together with the
InterpretME KG since the SHACL validation result is part of it. InterpretME is a stand-alone framework that works
locally on individual systems, with multiple runs that can be combined into a single InterpretME KG to compare
interpretations. InterpretME comprises the following resources: i) the InterpretME pipeline enhancing interpretabil-
ity of machine learning models; ii) the InterpretME KG describing the predictive model characteristics; and iii) the
InterpretME ontology specifying the vocabulary for describing the main characteristics of trained predictive models.
InterpretME is utilized on top of the RDF KGs of the following projects: 1) CLARIFY25 to define machine learn-
ing models to predict biomarkers of a lung cancer patient based on demographic features (e.g., age and gender),
smoking habits, and relatives with cancer; 2) ImProVIT26 to develop models to predict the impact of the immune
system and demographic features into the response of Hepatitis B and Influenza vaccines; and 3) P4-LUCAT27 to
implement predictive models to forecast the relapse after surgery or the disease progression in advanced stages.

24http://ontology.tib.eu/InterpretME/
25EU H2020 Funded project https://www.clarify2020.eu/.
26German Funded project https://www.tib.eu/en/research-development/project-overview/project-summary/improvit.
27EraMed project https://p4-lucat.eu/.

http://ontology.tib.eu/InterpretME/
https://www.clarify2020.eu/
https://www.tib.eu/en/research-development/project-overview/project-summary/improvit
https://p4-lucat.eu/
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6. Related work

Tools for supporting interpretability Artificial intelligence and machine learning have gained global prominence
across numerous domains, resulting in a growing demand for automated machine learning frameworks with assis-
tance in both research and various sectors. De Bie et al. [5] discuss the challenges to achieve automated machine
learning and highlight that existing tools contribute to mechanization and composition automatization, lacking sup-
port in assistance. InterpretME also aims at bridging this gap, and resorts to Semantic Web technologies to enhance
users’ assistance. Lundberg et al. [27] propose an interpretation framework called SHAP based on coalition game
theory (Shapely values). SHAP provides feature contributions for each individual instance, global explanations, and
feature importance. Ribeiro et al. [34] present LIME, an approach for local surrogate models, which are used to
explain individual predictions of a pipeline. Local surrogate models are trained to approximate the predictions of
models locally, instead of training a surrogate model globally. As a result, LIME generates human-friendly expla-
nations for target entities. However, these explanations are not machine-readable and cannot be translated into the
domain application. InterpretME overcomes these limitations, and provides fine-grained representations of local
interpretations which are linked to the target entities in the domain application KGs.

Semantic web technologies in machine learning Semantic Web technologies like ontologies are used to improve
the accuracy of predictive models. Ristoski et al. [35] provide a comprehensive survey of the use of Semantic
Web Technologies in data mining and knowledge discovery and highlights the potential benefits and challenges of
the need for more efficient algorithms and tools in practice. Kulmanov et al. [25] study the role of ontologies in
semantic similarity and machine learning, and present ontology embeddings as background knowledge. Further,
ontologies can constrain the output of a machine learning model, i.e., making the model consistent with the axioms
of the ontology. Min et al. [28] improve the performance of predictive models by using ontological adjustments,
i.e., using the hierarchy of an ontology to move samples of rare classes into the next broader concept. On average,
Min et al. [28] reduce the area under the receiver operating curve (AROC) by 9.0% in predicting the effectiveness
of antidepressants in patients with rare conditions. Haug et al. [18] propose the combination of a large enterprise
data warehouse with medical knowledge from a disease-oriented ontology. This combination allows for automating
the generation of computable diagnostic models, which aim at supporting researchers in generating and evaluating
tools for real-time clinical diagnosis. Similarly, InterpretME resorts to Semantic Web technologies to document ML
pipelines and enhances not only accuracy but also improves interpretability.

7. Conclusions and future work

InterpretME enhances predictive models by incorporating metadata throughout the predictive modeling pipeline.
Leveraging concepts from the ML Schema and employing a cutting-edge SHACL engine for efficient constraint
validation, the InterpretME KG ensures accurate and insightful results. Our empirical observations have found that
InterpretME facilitates the description of predictive model insights using factual statements and establishes links to
application domain KGs, thereby bridging the gap between data meaning and predictive modeling [13].

InterpretME supports random forests, decision trees, and the LIME interpretable model in its current version.
However, our future plans involve integrating additional models and tools. Additionally, we aim to establish con-
nections between InterpretME and automated ML systems and causal KGs [22]. These enhancements will further
enrich domain understanding and expand the portfolio of Semantic Web tools available for data analytics.
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Appendix. SPARQL queries to represent statistical queries over the InterpretME KG

These queries can be executed over the SPARQL endpoint of the InterpretME KG28 to gain some insights into
the behavior of the trained predictive model. Listing 1 presents a SPARQL query that collects the information
about the entities that define the class intr:TargetEntity. The projected attributes include the entity from
the input KG that is classified into a specific target class and the interpretations provided by LIME which include

Listing 1. SPARQL query to retrieve target entity and the associated feature contributions generated by LIME

Listing 2. SPARQL query to retrieve target class and the probability ordered in decreasing order

28https://labs.tib.eu/sdm/InterpretME-wog/sparql

https://labs.tib.eu/sdm/InterpretME-wog/sparql
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Listing 3. SPARQL query to retrieve the MAX and MIN and AVG of the prediction probability generated by LIME for the target entity

interpreted features and their feature contributions. Based on a particular interpreted feature we can analyze the
feature contribution from the highest to lowest value.

Listing 2 depicts a SPARQL query that retrieves the count of the target entities with respect to the target class that
entity is classified into and the prediction probability generated by LIME.

Listing 3 performs a SPARQL query that performs the statistical analysis of probability, i.e., MAX, MIN, AVG
about the classification of target entities in a specific target class.
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