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Abstract

The notion of minimal unsatisfiability and minimal falsity will be extended to non-
clausal and non-prenex quantified Boolean formulas. For quantified Boolean formulas in
negation normal form we generalize the notion of deficiency to the so-called cohesion, which
is 1+ the difference between the number of occurrences of the conjunction symbol A and the
number of existential and free variables. Further, we show that all the complexity results
with respect to minimal unsatisfiability or minimal falsity known for formulas with fixed
deficiency can be adapted to formulas with fixed cohesion. For example, (1) the minimal
unsatisfiability of propositional formulas with fixed cohesion is still solvable in polynomial
time and, (2) the minimal falsity of quantified Boolean formulas with cohesion 1 is solvable
in polynomial time.
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1. Introduction

For quantified Boolean formulas in conjunctive normal form (QCNF) the deficiency has
been defined as the difference between the number of clauses and the number of existential
and free variables [1, 4]. Based on the simple observation that for QCNF the number
of clauses equals the number of occurrences of the binary conjunction symbol A plus 1,
we will introduce an extension of the deficiency called cohesion. For formulas in negation
normal form the cohesion is defined as 1 4 and(®) — v3(P), where and(®) is the number of
occurrences of the A-symbol and v3(®) is the number of existential and free variables of the
formula ®.  Obviously, for QCNF the cohesion is nothing but the deficiency. Moreover, we
will show that standard techniques transforming a quantified Boolean formula into QCNF

x Research was partially supported by the NSFC projects under grant No. 60573011, 10410638 and a
MOE project under grant No. 05JJD72040122.

1. Here we implicitly regard free variables as existential ones. This is suitable because we are interested in
the satisfiability problem of QBF.
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preserve the cohesion. All the results known for classes with fixed deficiency can be adapted
straight forward to classes with fixed cohesion.

A propositional formula in conjunctive normal form (CNF) is minimal unsatisfiable, if
the formula is unsatisfiable and removing an arbitrary clause results in a satisfiable for-
mula. The class of these formulas is denoted as MU. It has been shown [6], that MU is
DP —complete. MU has its quantified counterpart in QCNF, the class of quantified Boolean
formulas with matrix in CNF. In order to distinguish between quantified formulas and
propositional formulas these formulas are called minimal false. MF is the class of unsatis-
fiable formulas in QCNF, which after the deletion of an arbitrary clause are satisfiable. In
case of quantified Boolean formulas without free variables we also use the term unsatisfi-
able for false formulas. The PSPACE-completeness of MF is a simple consequence of the
PSPACE-completeness of the satisfiability problem for QCNF [5].

In the paper in hand we assume that the quantified Boolean formulas are in negation
normal form, that is, each occurrence of the negation symbol — proceeds a variable. We will
extend the notion of minimal unsatisfiability, minimal falsity respectively, to these formulas.

For the deficiency it has been shown [1, 4], that for all minimal unsatisfiable, minimal
false respectively, formulas the deficiency is greater than 0. For CNF, MU (k) is the class of
formulas in MU with fixed deficiency k. Analogously, the class MF(k) is defined. MU(k)
and MF(1) are solvable in polynomial time [2, 4], whereas for £k > 2 the computational
complexity of MF(k) is open. All these results remain valid for the cohesion and the
extension of MU and MF to non-clausal formulas.

2. Cohesion

In this section we will introduce the cohesion of quantified Boolean formulas. For sake of
simplicity we demand that quantifiers always refer to distinct variables, and no variable
occurs both free and bound. The length of a quantified Boolean formula is the number of
occurrences of literals, where the occurrences of variables in a prefix are not included. More
formally, the length can be defined as I[(L) = 1 for aliteral L, [(aAB) = l(aV3) = I(a)+1(5),
and [(Qza) = l(a) for Q € {3,V}.

Let ® be a formula with r universal variables, t existential and s free variables. Then
v(®) = r +t + s is the number of variables and v3(®) = ¢ + s is the number of existential
and free variables.

The number of occurrences of A-symbols in a formula ® is denoted as and(®), whereas
or(®) is the number of V-symbols. Obviously, we have [(®) = 1 + and(®) + or(®). The
deficiency of a formula ® €QCNF has been defined as d(®) = n — v3(®), where n is the
number of clauses [4].

Definition 1 (Cohesion) Let ® be a quantified Boolean formula in negation normal form.
The cohesion D(®) is defined as D(®) =1+ and(P) — v3(P).

For example, the formula ® = Vz3y((x Ay) V (-2 A (2 V —y))) has the cohesion D(®) =
1+ and(®) —v3(®)=1+2-2=1.

In order to transform a quantified Boolean formula @ into a formula in QCNF, two
standard procedures can be applied with .
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There is a procedure generating from a general quantified formula in negation normal
form a logically equivalent formula in prenex form [3]. Please notice, that distinct occur-
rences of quantifiers have distinct variables. The procedure consists of iterated applications
of the following rules: A subformula (QzO) x ¥ (resp. O x (QzV)) will be replaced by
Qx(Ox V) for x € {A,V} and Q € {V,3}. For example the formula (Va13y10) A (Fy2Tys))
can be transformed equivalently into V1 3y JyaTys (@ A1)). Please note, that different orders
of the application of the above rules may transform a formula ® into different prenex forms.
An arbitrary but fixed formula in prenex form generated by the procedure is denoted as
pr(®). Since any application of the rules changes neither the number of A-symbols nor the
number of free and existential variables, we obtain D(®) = D(pr(®)).

For propositional formulas in negation normal form the so-called Tseitin procedure gen-
erates satisfiability-equivalent formulas in CNF [7]. Two formulas ¢ and 1 are satisfiability
equivalent, if ¢ is satisfiable if and only if ¢ is satisfiable. Let ¢ be a propositional formula
in negation normal form, the Tseitin procedure replaces step by step subformulas of the
form (w A 3) Vo by the formula (z V) A (2V 3) A (-2 V o) for a new variable z. Let ts(p)
denote an arbitrary but fixed formula in CNF obtained from ¢ by this Tseitin procedure.
Clearly, D(ts(yp)) = D(g), because the Tseitin procedure adds as many A-symbols as new
variables.

For a quantified formula ® = Qg in prenex form, we first transform the matrix ¢ into
a CNF formula ts(y) by applying the Tseitin procedure. Let z1,-- -, z, be the introduced
new variables. We then add to the prefix the existential quantifiers dzq - - - 3z,,. We obtain
a formula Q3z;---3zpts(p), denoted as ts(®), which is in QCNF and equivalent to ®.
Again, we have D(ts(®)) = D(®), because ts(®) adds as many A-symbols as new existential
variables.

Let Q¢ be a quantified Boolean formula with prefix ) and matrix ¢ in CNF. Then
|3 denotes the propositional formula we obtain from ¢ by eliminating all occurrences of
universal literals. A universal clause is a clause consisting of universally quantified literals.
That means, the clause contains no free or existentially quantified variable.

Lemma 1 Let ® be a quantified Boolean formula in negation normal form.
1. D(pr(®)) = D(ts(pr(®))) = D(®)
2. D(®) =1(®) — or(P) — v3(P)
3. If ® € CNF, then D(®) = d(P).
4. If ® = Qp € QCNF with r universal clauses, then D(®) = r + D(y|3).

5. If ® is a propositional formula over the variables x1,- - -, Ty, where x; occurs r;—times
in ®, then we have D(®) = > 1<,<,,(r; — 1) — or(®).

Proof: Ad 1, 2, 3: The first three items follow from the previous remarks.

Ad 4: Let ¢ = @1 Ay be the matrix of ®, where ¢; is the conjunction of r universal clauses
and (9 is the conjunction of clauses with at least one existential or free variable. Then we
have D(®) = 1+and(®)—v3(®) = 1+(r—1)+1+and(p2)—v3(®) = r+1+and(p;3)—v3(®) =
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Ad 5: For a formula @ we have [(®) = 37, ;<,, i and therefore [(®) —v5(®) = 321 <;<,(ri —
1). By means of (2) we obtain our desired result. ]

There are various additional prenexing techniques transforming a formula into a formula
in prenex form. For example, the rule replacing ((3za)V(JyS3)) by Jx(aV[[y/x]) reduces the
number of existential quantifiers. 3[y/xz]| is the formula we obtain by substituting y by x in 3.
For example, ® = (Fz(xV2z1))V(3y(yVz2)) will be transformed into & = Jx((2V21)V(2V22))
and for the cohesion holds D(®) = 1—4 = —3 and D(®’) = 1—-3 = —2. Because the number
of existential variables has been reduced, the cohesion increases, where the formulas are
equivalent.

An application of the distributive law a A (B V ) = (a A B) V (e A 7y) may change the
cohesion. For example, for ¢ = z A (x Vy) we obtain the formula ¢’ = (zAz)V (2 Ay). The
cohesion of ¢ is —1 and the cohesion of ¢’ is 0.

3. Minimal Unsatisfiability and Falsity

The minimal unsatisfiability and minimal falsity are defined for formulas in conjunctive
normal form. The formulas are unsatisfiable and after eliminating an arbitrary clause the
formulas are satisfiable. In non—clausal formulas instead of the deletion of a clause we will
remove so called or-subformulas based on a representation of formulas as trees.

For a quantified Boolean formula in negation normal form we delete the quantifiers and
represent the remaining propositional formula as a tree: If the formula is a literal L, then
the associated tree T, is a node labelled with L.

For a formula oo A 3 (resp. aV 3) let T, and Tp be the associated trees. Then we have
a root labelled with A (resp. V ) and the subtrees T,, and Tj. That means, the successor
nodes of the A-node (resp. V-node) are the roots of T, and Tj. Please notice, that the
leafs of the tree are labelled with the literals of the formula.

Let T be the associated tree of a formula. An or-subtree of T is a subtree T, whose root
is either a V-node or a literal and the root of the subtree 7" is a successor of an A-node.

For a quantified Boolean formulas ® the associated tree T uniquely represents the propo-
sitional part of ®. An or-subtree T” of T' is again a representation of a propositional formula,
say aqv, which is a subformula of the propositional part of ®. The formula a7 is called an
or-subformula of ®.

In case of formulas in conjunctive normal form the or-subformulas are exactly the
clauses. For non—clausal formulas we give an example: For the formula (JaVz3y (—y)) A
(((x Vy) ANa)V3Iz(—z)), the associated tree is

N
N
N
AR
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and the or-subformulas are (—y), (((x Vy) Va) V (—2),(x Vy), and a.

The extension of the definition of minimal unsatisfiability and minimal falsity is based
on the deletion of or-subformulas. In case of a propositional formula ¢ an or-subformula of ¢
is a subformula of ¢. The deletion of or-subformulas leads again to propositional formulas.
For formulas with quantifiers the deletion of an or-subformula may lead to formulas in
which for a quantifier, say dx, the variable & does not occur in the propositional part of the
formula. In this case we delete the quantifier, too. For instance, the formula Jz(x A 32-2)
contains the or-subformulas x and —z. The deletion of z generates the formula Jz(z A 3z2),
which will be simplified to Jz(z), because z only occurs as quantifier variable.

For formulas in conjunctive normal form, that means a conjunction of clauses, a satisfi-
able formula remains satisfiable after the deletion of a clause. Similarly, after the deletion
of an or-subtree in a satisfiable formula the formula is satisfiable. That follows from the
definition of or-subtrees, because the predecessor node of an or-subtree is an A-node and
the formulas are in negation normal form. Suppose v is an or-subformula of a satisfiable
formula ®. Then after the deletion of v in ®, a subformula («a A7) has been replaced by
«, because the predecessor node of the or-subtree v is an A-node. Since all the negation
symbols occur directly in front of the variables, any truth assignment making (a A ) true
satisfies «, too. Therefore ® remains satisfiable.

Definition 2 A quantified Boolean formula ® in negation normal form is in MF* if and
only if ® is unsatisfiable and eliminating an arbitrary or-subformula yields a satisfiable
formula.

The set of formulas in MF* with cohesion k is denoted as MF*(k).

Formulas in MF* with quantifiers are termed minimal false and formulas without quan-
tifiers are called minimal unsatisfiable. For example, the following formula ® = Jx3y((x A
—z) V (y A —y)) is in MF*. The formula is false and the or-subformulas are z, —z, y,
and —y. The deletion of an arbitrary or-subformula leads to a true formula. For the co-
hesion we see that D(®) = 1 + and(®) — v3(®) = 1+ 2 — 2 = 1. Please note that the
matrix of ® is not in CNF. Applying the Tseitin procedure with ® results in a formula
JxIyFz1 Tz ((z1 V) A (21 V) A(—21V 222) A (22 Vy) A (22 V —y)), which is in QCNF. The
formula is unsatisfiable and after eliminating an arbitrary clause the formula is satisfiable,
i.e., it is in MF.

Lemma 2 (Equivalence)
1. MF* 0 QCNF = MF.
2. &e MF* < pr(®) € MF* .

3. If ® is in prenex form, then ® € MF* & ts(®) € MF*.

Proof: Ad 1: Any minimal false formula in QCNF contains at least two clauses. Since the
or—subformulas of a formula in QCNF with more than one clause are exactly the clauses,
we immediately obtain our desired result.

Ad 2: Tt is not hard to see that if v is an or-subformula then it is also an or-subformula of
pr(®). Since the prenexing procedure preserves the satisfiability, the equivalence holds.
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Ad 3: Since the Tseitin procedure ts(®) preserves the satisfiability, we only consider false
formulas. A formula ® is minimal false, if after the deletion of an arbitrary or-subformula
the resulting formula is true.

(=) Please note, that in each step of the Tseitin procedure ts, a subformula of the form
(A B) Vo isreplaced by (2 Va)A(zV ) A(-z Vo) for a new variable z, and 3z is added
to the prefix. Thus, it is sufficient to show that such a step always preserves the minimal
falsity.

Suppose ® := Qy is minimal false, and (aA3) Vo is a subformula of ¢. Let @' := Q3z¢’ be
the new formula, where ¢’ is obtained by the above-mentioned replacement. Please notice,
that (z V a), (2 V ), and (-2 V o) are or-subformulas in the new formula. It remains to
show, that for any or-subformula of the new formula, after the deletion of the or-subformula
the formula is true. Let vy be an arbitrary or-subformula of ¢’. We shall proceed by a case
distinction on or-subtrees:

Case 1: 9 contains (z Vo) A (z2V 3) A (-2 V o). That is, ¢ is obtained from a subformula
of ¢ which contains (aA ) Vo. It is easy to see that  must be an or-subtree of ¢. Further,
the result of deleting 1) from ¢’ is the same as the result of deleting 6 from ¢. Thus, deleting
1 from @’ results in a satisfiable formula.

Case 2: (zVa)A(zVB)A(—zVo) does not occur in 9. Since z and —z are not or-subformula in
¢, either 9 lies inside of «, 8 or o, or outside of all them. Obviously, the deletion of ) from
¢’ is the same as the result obtained by deleting v from ¢ and then applying the Tseitin
procedure. Since ¢ is minimal false and the Tseitin procedure preserves the satisfiability,
deleting v from @’ results in a satisfiable formula.

Case 3: 9 is one of the new or-subformulas: (zV «), (zV (), and (-zV o). W.lLo.g. we only
consider the case when v is (2 V ). Suppose « contains no occurrence of A-symbol, i.e., «
is a disjunction of some literals, then « is an or-subformula of . The assertion clearly holds
since ® is minimal false and (V¢ is equivalent to (z V §) A (=2 V o). So, we assume that
a contains the symbol A. Then in the initial formula ¢, o must contain an or-subformula.
Now we delete an or-subformula from «, the resulting formula is denoted by «;. Since
® is minimal false, Q¢ is satisfiable. Here ¢ is the result of deleting from ¢ the above
mentioned or-subformula occurring in «. Let ¢} be the result of deleting z V « from ¢'.
To show the satisfiability of 3z} it is sufficient to prove the following statement: Each
satisfying truth assignment of ¢ can be extended to a satisfying truth assignment of ¢f.
Now let v be a truth assignment such that v(¢1) = 1. It is enough to prove that v can be
extended to v’ such that v((aq A B) Vo) =1 ((zV B) A (-2 V o)). We omit the proof since
it is easy but tedious.

(<) Let Q3z¢’ be minimal false. Consider an arbitrary or-subformula ¢ in ¢. Let 1 be
obtained by deleting ¢ from ¢. We need to show that Q¢ is satisfiable. We proceed by a
case distinction.

Case 1: ¢ occurs in «, 3, or 0. W.l.o.g. we only consider the case when 1 occurs in a. We
delete 1 from «, the result is denoted as a;. And let ) denote the result obtained from
¢ by deleting 1. Now it is easy to see that Q3z¢) can be obtained from Qp; by a step of
the Tseitin procedure. Thus, they are satisfiability equivalent. Please note, that v is also
an or-subformula of ¢’. Hence, Q3z¢] is satisfiable, and therefore Q¢ is satisfiable.

Case 2: 9 is (a A ) V 0. Please notice that the root the formula tree Ty, is a V-node. Then
in T, the predecessor node of the root of T, must be a A-node. That is, YA ((aAB) Vo) is a

120



AN EXTENSION OF DEFICIENCY AND MINIMAL UNSATISFIABILITY

subformula of ¢ for some 7. And accordingly, yA(zVa)A(zVB)A(—zVo) is a subformula of
¢'. Now it is obvious that after deleting one or two of the formulas (2 V a), (2 V ), (-2 V 0)
the remaining formulas are still or-subformulas. Please note, that ¢ can also be obtained
from ¢’ by the deletion of (z V ), (z V ), (—z V o). By the minimal falsity of Q3z¢’, Qy1
is satisfiable.

Case 3: Not Case 1 or 2. That is, either ¢ properly contains (a/A3) Vo or has no intersection
with it. Then we can change the order of the replacement and the deletion without changing
the result. Since the Tseitin procedure preserves the satisfiability, we get the satisfiability

of Q1. |

For MF, the class of minimal false formulas in QCNF, we know that MF is PSPACE-
complete, MF(1) is solvable in polynomial time, and minimal false formulas always have a
deficiency greater than or equal to 1. Because the prenexing procedure pr and the Tseitin
procedure ts preserve the cohesion and the minimal falsity (see Lemma 1(1) and Lemma
2), the propositions remain valid for MF* and MF*(k).

Theorem 1 (Quantified Boolean formulas in negation normal form)
1. MF* is PSPACE -complete.
2. For ® € MF*, we have D(®) > 1.
3. For fized k: MF*(k) is in DY iff MF(k) is in D .
4. MF*(1) is solvable in polynomial time.

For propositional formulas the classes MU* and MU* (k) are the quantifier—ree formulas
in MF* and MF*(k). Besides the D -completeness of MU [6] and the lower bound for the
deficiency of minimal unsatisfiable formulas, it has been shown that for fixed deficiency k
the minimal unsatisfiability can be decided in polynomial time. By the property of the
Tseitin procedure, and the results known for MU and MU(k), the following theorem holds.

Theorem 2 (Propositional formulas in negation normal form)
1. MU* is D' -complete.
2. For o € MU* we have D(«) > 1.

3. MU*(k) is solvable in polynomial time.
For propositional formulas there is an equivalent definition of minimal unsatisfiability.

Definition 3 (MUp)
MU, = {a | « is unsatisfiable and replacing an arbitrary occurrence of a literal by its
complement leads to a satisfiable formula}

We will show that in the propositional case MU* equals MUj. For quantified formulas
we give an counter-example later on.
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Lemma 3 (Equivalence)
For propositional formulas we have MU* = MUy,

Proof: Suppose, we have an unsatisfiable formula o = a3 A -+ A oy, € CNF. Let L be a
literal in some clause, say a1. If « € MU, then o = a1 [L/—L] Aag A -+ Ay, is satisfiable.
That implies the satisfiability of as A - -+ A ay,. Hence, we have shown MUy N CNF C MU.
Now, let @ be in MU. Then o/ = a A - -+ A «, is satisfiable. For any literal L in a1, every
satisfying truth assignment I for o/ must make L false. That means, we have I(L) = 0.
Hence, we get I(a;[L/—L])=1 and the satisfiability of the formula o [L/=LIAag A+ -+ A au,.
That shows MU C MU, N CNF.

Because of Lemma 2, it suffices to show that MUy, is closed under the Tseitin procedure
ts(p). That means, we have to show for false formulas ¢ : ¢ eMU[, iff ts(¢) eMUp. The
direction from right to left follows immediately from the fact that the Tseitin procedure
preserves the satisfiability. For the other direction we assume that a subformula v :=
( A B) Vo in ¢ has been replaced by ¢ := (2 Va) A (2 V ) A (-2 V o), where z is a
new variable. And let ¢’ be resulting formula. The only critical case is the substitution of
occurrences of the new literals z and —z.

Suppose, =z has been replaced by z in (—z V ¢). Then z occurs only positively in the new
formula. Since ¢ becomes satisfiable after a substitution of some literal in « (say the result
is 1), let v be a satisfying truth assignment of the formula after the substitution in ¢. If v
makes (a1 A ) Vo true, then we make (zVa)A(zV 3)A(zVo) true by setting z = 1. Else,
v must make o false, then we can make (z V a) A (2 V ) A (2 V o) false by setting z = 0.
Now we can see that ¢’ becomes satisfiable when —z is replaced by z.

Now we suppose that one of the occurrences of z has been replaced by —z, w.l.o.g. say in
(2 V ). Since a substitution of a literal in « in the formula ¢ leads to satisfiable formula,
let v be a satisfying truth assignment for this modified formula. Since ¢ is unsatisfiable,
v(o) = 0, otherwise, v would satisfy ¢. If v makes (a; A 3) V o false, then we can make
(mzVa)A(zVB)A(—z Vo) false by setting z = 1. Else, # must be true under v, we now
set z = 0, then the formula (-2 V a) A (2 V 8) A (-2 V o) is true. Therefore, ¢’ becomes
satisfiable if one occurrence of z is replaced by —z. That completes the proof. [ |

Similar to the definition of MUy, we can define MFy to be the class of unsatisfiable
quantified Boolean formulas in which replacing any literal by its complement results in
satisfiable formulas. Clearly, MF 1 is a subclass of MF*, however, the inverse is invalid, that
is, MF* #£ MF . The following formula & is a counter-example.

T T Y1 Y2 Y1
Q:=Jy1FyVady [ -y y x —x oy
y "y oy
Here, each column represents a clause. It is easy to check that ® is minimal false. Replacing
in the last clause the literal y by —y leads to the formula

T T Y1 Y2 TN
=Ty pVay [ by oy oz —a
y yy
which is still false. Thus, we have & ¢ MF .
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Remark: The cohesion depends on the number of existential and free variables, but
not on the number of universal variables. The generalization to all variables leads to a
measure, which is not very useful for investigating minimal falsity problems. For example,
for Doj(®) := 1+ and(®) — v(®P) and fixed natural numbers k it can easily be shown that
{® | ® € MF* and D, (®) = k} is PSPACE-complete [4].
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