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Abstract. Choosing the right formation is one of the coach’s most important decisions in football. Teams change formation
dynamically throughout matches to achieve their immediate objective: to retain possession, progress the ball up-field and
create (or prevent) goal-scoring opportunities. In this work we identify the unique formations used by teams in distinct phases
of play in a large sample of tracking data. This we achieve in two steps: first, we train a convolutional neural network to
decompose each game into non-overlapping segments and classify these segments into phases with an average F1-score of
0.76. We then measure and contextualize unique formations used in each distinct phase of play. While conventional discussion
tends to reduce team formations over an entire match to a single three-digit code (e.g. 4-4-2; 4 defender, 4 midfielder, 2 striker),
we provide an objective representation of team formations per phase of play. Using the most frequently occurring phases of
play, mid-block, we identify and contextualize six unique formations. A long-term analysis in the German Bundesliga allows
us to quantify the efficiency of each formation, and to present a helpful scouting tool to identify how well a coach’s preferred
playing style is suited to a potential club.
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1. Introduction

The great Dutch football player Johan Cruyff
famously observed that, on average, each player is
in possession of the ball for only 3 of the 90 minutes
during a football match.1 He expanded on this obser-
vation by stating “... so, the most important thing
is: what do you do during those 87 minutes when
you do not have the ball? That is what determines
whether you are a good player or not.”2 The impli-
cation is that a player can significantly influence the

∗Corresponding author: Pascal Bauer. E-mail: pascal.bauer@
dfb.de.

1Link et al. (2017) showed that it is even less with large differ-
ences between playing positions: central forwards (0:49 ± 0:43
min), central defenders (1:38 ± 1:09 min), central midfielders
(1:27 ± 1:08 min) and, surprisingly, the longest for goalkeepers
(1:38 ± 0:58 min).

2https://wheecorea.com/johan-cruyff-football-my-philosophy
/25-johan-cruyff-quotes/, accessed 02/07/2021

game through their positioning and movement on the
field, even when they do not directly interact with the
ball (Brefeld et al., 2019; Fernandez et al., 2018).

The movement of players in a football match
represent a high-dimensional spatio-temporal con-
figuration. Various studies have attempted to encode
team-level behavior. Balague et al. (2013) focuses
on coordination of motion within a team by mod-
elling a team’s movement as collective behavior
in a complex system, and synchronicity of move-
ments is investigated in football in specific situations
(Goes et al., 2020b; Sarmento et al., 2018). Several
studies described football matches as multi-agent sys-
tems (Beetz et al., 2006; Fujii, 2021) highlighting
the intelligence of interactions between the agents
(players). Analysing movement patterns in spatio-
temporal data, especially the detection of repeating,
collective patterns is not only researched in inva-
sion sports (Gudmundsson et al., 2017a), but also
in traffic management, surveillance and security or
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in the military and battlefield domain (Gudmunds-
son et al., 2017b). Key challenges in spatio-temporal
pattern detection are: (a) Using the interaction of
movement for dimensional reduction (Balague et al.,
2013), (b) finding appropriate similarity metrics for
related, but never identical trajectories of multiple
entities (Vilar et al., 2013), and (c) projecting multi-
agents in a permutation-invariant space (Bauer et al.,
2022; Anzer et al., 2022b; Bauer, 2021; Yeh et al.,
2019).

The literature differentiates between tactics (deci-
sions made during a match as a consequence of
the dynamic interaction in a match) and strategy
(decisions made before the match) (Gréhaigne et al.,
1999). However, these concepts are often hard to dis-
tinguish (Rein et al., 2016). Coming from a more
general understanding of team formations (Wang et
al., 2015), Budak et al. (2019) highlighted the prob-
lem of optimizing the team composition (i.e. which
players should be on the pitch) before the season,
before the match and during the match stage as a
relevant problem in team sports. According to this
definition, several approaches presented evidence-
based strategies to optimize this composition of
players (Boon et al., 2003). However, this neglects the
players interaction on the pitch (i.e. tactics), which is
the focus of our investigation and will henceforth be
generally referred to as the (playing) formation.

For the longest time one could not objectively
measure a team’s playing formation, since the only
available data describing football matches was so-
called event data. Dating as far back as 1968 when
Charles Reep started manually collecting events
such as shots or passes (Reep et al., 1968), this
event data, which is still being manually collected
today, describes all ball actions and the players
involved (Pappalardo et al., 2019b; Stein et al., 2017).
Although event data allowed for ground-breaking dis-
coveries in football tactics (Xu, 2021; Pantzalis et
al., 2020; Decroos et al., 2019; Danisik et al., 2018;
Decroos et al., 2018; Pappalardo et al., 2019a; Cintia
et al., 2015; Haaren et al., 2013), it does not include
any information about the positioning of all other
players. Now, with recent developments in computer
vision technologies (Thinh et al., 2019; Baysal et al.,
2016; Teoldo et al., 2009) it has become possible to
capture exactly that: optical tracking systems are able
to record centimeter-accurate positions of all play-
ers at every moment of a match (hereafter referred
to as positional or tracking data). This development
unlocked huge potentials for professional football
(Rein et al., 2016; Anzer et al., 2022a, 2021a; Araújo

et al., 2021; Wang et al., 2020; Goes et al., 2020a;
Andrienko et al., 2019; Herold et al., 2019).

The first approaches in football analysed forma-
tions assuming that teams play with a fixed formation
across the whole match, describing them simply as
playing with a 4-4-2 (4 defenders, 4 midfielders and
2 forwards), 5-3-2, 4-3-3, or one of approximately ten
other formations that are commonly referenced (Wil-
son, 2009). Differences in physical requirements for
similar player-roles in different formation (e.g. a cen-
tral defender in a 4-4-2 versus a 5-4-1) were analysed
(Vilamitjana et al., 2021; Tierney et al., 2016; Car-
ling, 2011; Bradley et al., 2011). However, breaking
a team’s formation down to three digits in a com-
plex sport like football is a gross over-simplification
(Müller-Budack et al., 2019).

Driven by the increasing availability of tracking
data, analysing team formations has been a research
issue in several sports (Gudmundsson et al., 2017b).
Initiated by a pioneering work in 1999 (Intille et
al., 1999), unique formations were derived at the
moment a play starts using positional data in Ameri-
can football (Atmosukarto et al., 2013). Hochstedler
et al. (2017) build on the static formation detection in
American football by classifying the routes of cho-
sen player during the plays. In basketball, event data
has been used to investigate established player roles
(Bianchi et al., 2017). Lucey et al. (2013) published
a quantitative analyses of team formations in field-
hockey using tracking data, which was transferred to
football (Wei et al., 2013) and incrementally extended
(Bialkowski et al. (2014b, 2015); Bialkowski et al.
(2016)). They describe formations as a “a coarse
spatial structure which the players maintain over
the course of the match” and which assigns each
player at every time of the match a unique role.
Bialkowski et al. (2015) further define a role as a play-
ers position relative to the other roles. They describe
a role-identification methodology for measuring for-
mations, iteratively refining estimates of the average
spatial positions (and deviations from those posi-
tions) of ten unique outfield roles throughout a match.
Applying a clustering algorithm on tracking data for a
season of a 20-team professional league, Bialkowski
et al. (2014b) identified six unique formation types:
for example 4-4-2, 3-4-3, 4-4-1-1 and 4-1-4-1 are
all visible in their results. Variations in formations
between game-states (i.e. offensive, defensive) were
first explored in Bialkowski et al. (2016). Using
a more supervised approach, Müller-Budack et al.
(2019) annotated twelve typical formations (split
between offense and defense) and addressed the for-
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mation problem as a classification task. Narizuka et
al. (2019) derived unique formations of 45 Japanese
J1 league using a Delaunay method combined with
hierarchical clustering.

Ric et al. (2021) and Shaw et al. (2019) presented a
data-driven technique for measuring and classifying
team formations as a function of game-state (offen-
sive, defensive, transition), analysing the offensive
and defensive configurations of each team separately
and dynamically detecting major tactical changes
during the course of a match. Defensive and offensive
formations were measured separately by aggregat-
ing together consecutive periods of possession of
the ball for each team into two-minute windows of
in-play data. Splitting up formations into different
game-states, i.e. excluding fuzzy transition situations,
presented a major improvement of formation analy-
sis, however, they stated that further sub-game-states
should be considered in future work to achieve even
more granularity (Ric et al., 2021).

While these pioneering studies have provided
methods for measuring team formations and demon-
strated observations of the coherent structures formed
by teams as they move around the field (and vali-
dated by football experts), they do not fully account
for the changing objectives of a football team as a
match evolves, influencing team formations drasti-
cally (Gudmundsson et al., 2017b; Andrienko et al.,
2019; Lucey et al., 2013; Bialkowski et al., 2016;
Shaw et al., 2019). Several studies have pointed out
that football consists of repetitive movement patterns
that can be recognized by experts (Sampaio et al.,
2012). We define a tactical pattern as a recurring,
collective behavior conducted by a team, or a sub-
group of a team in a specific situation of a match, that
can be clearly identified by experts (Rein et al., 2016;
Wang et al., 2015; Kempe et al., 2015; Grunz et al.,
2012).

Whereas the detection of tactical patterns has been
a relevant issue in basketball (Kempe et al., 2015;
Chen et al., 2014; Perse et al., 2006), handball (Pfeif-
fer et al., 2015), American football (Hochstedler et
al., 2017; Stracuzzi et al., 2011; Li et al., 2010; Sid-
diquie et al., 2009), and Australian rules football
(Alexander et al., 2019), often only patterns con-
ducted by subgroups of players are analysed. The
complexity of a football match requires so called team
tactics in which the whole team is involved (Rein et
al., 2016). Some exemplary patterns like counterat-
tacks (Fassmeyer et al., 2021; Hobbs et al., 2018), ball
regain strategies (Vogelbein et al., 2014), i.e. coun-
terpressing (Bauer et al., 2021), or general offensive

strategies (Decroos et al., 2018; Grunz et al., 2012;
Kempe et al., 2014; Borrie et al., 2002; Montoliu et
al., 2015; Fernando et al., 2015) have been addressed
in literature and classified as sub-categories of game-
states (e.g. counterattacks and counterpressing as
a subgroup of transitions in Hobbs et al. (2018)
and Bauer et al. (2021)). For such well-established
tactical patterns, which unavoidably occur in every
match, practitioners often use the term phases of
play3 (although no scientific definition established)
or game-phases (Lucey et al., 2014).

The consequence of this is that the results are not
observations of a single distinct formation of a team,
but a mixture (or ‘superposition’) of the different
formations used in different phases of play (Müller-
Budack et al., 2019; Shaw et al., 2019). This paper
resolves this problem by using a convolutional neural
network (CNN) to classify a football match over time
into distinct phases of play, before measuring the for-
mations used by either team in each distinct phase.
There are therefore two parts to our approach:

(1) A phases of play detection CNN, with archi-
tecture specifically designed for the purpose,
was trained using labeled tracking data from
97 matches in the German Bundesliga based on
phases of play classifications provided by pro-
fessional analysts. Our classification scheme is
described in Section 3.

(2) Within each match, periods of play classified
to the same phases of play (from the perspec-
tive of one team) are then aggregated to obtain
precise measurements of the formations used.
This is described in Section 4.

We apply the phases of play classifier and forma-
tion measurement tools to tracking data obtained for
2142 matches in the German Bundesliga over seven
seasons, identifying the unique formations used in
each phase of play across our sample. This combi-
nation of a phase of play detection and formation
detection fully automates the process of identify-
ing the distinct formation configurations used by
teams during a game, revealing the specific instruc-
tions that managers gave their team. This research
was conducted in close collaboration with profes-
sional match analysts from German Bundesliga clubs
and the German national teams, who have provided
human validation of our methodology and results.

3An exemplary explanation of the definition can be found
here: https://www.statsperform.com/resource/phases-of-play-an-
introduction/.

https://www.statsperform.com/resource/phases-of-play-an-introduction/
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The project therefore combines machine learning and
human experience aiming to obtain results that are
insightful, meaningful and of practical use to coaches,
managers, and scouts.

As a side-product of a practical relevant process
automatization for match analysis departments, we
outline two clear use-cases of our work in Sec. 5. We
are the first to quantify the strengths and weaknesses
of a specific formation when pitted against another,
providing the foundation for evidence-based advice
for managers seeking the most effective counter to
an opponent’s strategy during specific phases of the
game (Sec. 5.1). Second, we assess the tactical pref-
erences of individual managers, highlighting how our
tools can be used to find managers that would provide
continuity to a team’s existing playing style (Sec. 5.2).
Style-matching is a crucial element of managerial
recruitment, helping to prevent a large turnover of
players as a manager seeks to impose a new playing
style on a new team.

2. Positional data

The German Bundesliga collects consistent posi-
tional data on a league-wide level, making this data
available to every team. Positional data, often also
referred to as tracking or movement data (Stein et al.,
2017), contains measurements of the positions of all
players, referees, and the ball, sampled at a frequency
of 25 Hz. This data is gathered by an optical tracking
system that captures high resolution video footage
from different camera perspectives.

In this paper, we make use of positional data
from seven seasons of the German Bundesliga, from
2013/2014 until 2019/2020: a total of 2,142 matches
and nearly half a billion frames are acquired by Chry-
ronhego’s TRACAB system.4 Validating the quality
of such tracking data presents somehow an ill-posed
problem due to missing ground truth positions. Even
though, several studies evaluated the accuracy of the
underlying data used in this study (Redwood-Brown
et al., 2012; Linke et al., 2018; 2020; Taberner et al.,
2020), and found an average diversion of less than
10 cm for player positioning compared to an accurate
measurement system. Pettersen et al. (2014) presents
a publicly available set of positional data, which can
be used for reproduction.5

4https://chyronhego.com/wp-content/uploads/2019/01/TRA
CAB-PI-sheet.pdf (accessed 12/9/2022).

5Other (non-scientific) open-source positional data sets can
be accessed from Skillcorner (https://github.com/SkillCorner/
opendata) or Metrica sports (https://github.com/metrica-sports/

3. Phases of play classification

3.1. Defining phases of play

The primary goal in football is to score more goals
than the respective opponent. Consequently, the two
major objectives are scoring goals and preventing
the opponent from doing so (Kempe et al., 2014).
However, given specific situations those goals are
often only implicitly followed, while sub-tasks (e.g.
(re)gaining possession of the ball), are predominant
in certain situations. The concept of phases of play
derives from the idea that any moment of a match
can be categorized based on the immediate intentions
of each team, e.g. in defense, teams always have to
balance between the two most relevant objectives of
regaining the ball (preferably in a good position to
perform an attack) and purely prevent the opponent
from scoring. At the simplest level, a match can be
divided into the phases of offense and defense for each
team (António et al., 2014), i.e., periods in and out
of possession of the ball. At a more granular level,
professional analysts involved in our project classi-
fied the progressive stages of attacking and defense
into distinct phases.6 Figure 1 provides an example
of the phases of play classification scheme devel-
oped by German Bundesliga analysts. In this scheme,
open-play during a match revolves between periods
of offense, transition to defense, defense, and transi-
tion to offense, with set-pieces providing a separate
category (which could also be broken further down
into offensive and defensive set-pieces as well as dif-
ferent categories such as corner kicks, throw-ins and
freekicks).

Offensive play is divided into two phases: build-
up, where the objective is to breach the opponent’s
first defensive line, and attacking-play, where the first
line of defenders has been outplayed and the main
objective is to create a goal-scoring opportunity. In
defense, professional analysts differentiate between
aggressive attempts to reclaim possession near the
opponent’s goal (high-block), a default defensive
stance as the opponent progresses the ball up the field
(midfield-block or mid-block) and a very compact
defensive stance near to a team’s own goal, where the
sole objective is to prevent the opponent from scor-
ing (low-block). These defensive phases were also

sample-data).
6See also: https://www.statsperform.com/resource/phases-of-

play-an-introduction/.

https://chyronhego.com/wp-content/uploads/2019/01/TRACAB-PI-sheet.pdf
https://github.com/SkillCorner/opendata
https://github.com/metrica-sports/sample-data
https://www.statsperform.com/resource/phases-of-play-an-introduction/
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Fig. 1. Overview of tactical phases of play considered.

explored in Anzer et al. (2021b) and Power et al.
(2017).

Figure 2 shows the phases of play break-down of
a two-minute sequence of play during the Nations
League match between the German men’s national
team and Spain in September 2020. The central plot
shows the distance between the German team cen-
troid (the average position of the outfield players) and
their own goal from the 36th to 38th minutes of the
game. The highlighted regions indicate the phases
of play classifications, from the perspective of the
German team, as determined by professional German
match analysts. Freeze frames from the footage are
shown at four different instants.

The passage of play starts with a Spanish goal
kick. Germany confronted this situation by attempt-
ing to force a turnover near to the Spanish goal
with a high-block. Over the first 30 seconds of play,
the Spanish team played through the high-block,
forcing Germany to retreat, first into a mid-block
and then to a low-block to defend their own goal.
Germany regained possession after a shot saved by
Manuel Neuer (Germany’s goalkeeper) and imme-
diately initiated a build-up phase of possession. A
long pass towards Leroy Sané on the right side of the
field briefly brought Germany into the attacking-play
phase. However, Spain rapidly won the ball back,
after which Germany transitioned into a defensive
mid-block and then a low-block as Spain advanced
again.

Match analysts spend a substantial proportion of
their time manually breaking down and classify-
ing matches into tactical phases by watching video
footage. There are very few methods published in
the literature that attempt to automate this process.
Those that do focus on finding a single specific transi-
tion phases, such as counterattacking (Decroos et al.,

2018; Fassmeyer et al., 2021; Hobbs et al., 2018) or
counterpressing (Bauer et al., 2021), but none attempt
to classifying entire games. We now describe our
methodology for achieving this.

3.2. Automated detection of phases of play

The phases of play definitions shown in Fig. 1 were
established in collaboration with professional match
analysts from Bundesliga teams. These definitions
were then adopted by professional match analysts to
annotate 97 Bundesliga matches from the 2018/2019
season. In order to evaluate the inter-labeller reliabil-
ity, 20 of these matches were independently annotated
by three different labelleres and the pairwise accuracy
(calculated frame-by-frame) is shown in Table 2 for
each phase. For the final model training, the label of
the 20 matches annotated by multiple experts was
decided by a majority vote and the remaining 77
matches were only annotated once. The annotated
data consists of the first eleven matchdays of the
Bundesliga 2018/2019 season—labelling was always
conducted from the perspective of the home team.
Using the expert-labelled matches as a training set, we
explored two different machine learning approaches
for automated classification of phases of play using
optical tracking data.

The first approach is a rule-based baseline model,
as described in Table 1; the results of the prediction
of the rule-based approach (compared to the inter-
labeller accordance) are shown in row four in Table 2.

The second approach makes use of convolutional
neural networks (CNN), which enables us to model
spatio-temporal football data in a high dimensional,
permutation-invariant space (see also Dick et al.
(2019), Zheng et al. (2016), and Wang et al. (2016)),
using the raw positional data as input instead of
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Fig. 2. Team behavior per phase of play by the reference of Germany against Spain (3rd of September 2020, venue: Stuttgart, result: 1:1).
The highlighted areas (red) in the video-footage mark the current ball action.

requiring a costly step of feature engineering (as
conducted in Bauer et al. (2021) to detect counter-
pressing as another example of a tactical pattern).
For CNN, the positional data is mapped to 2-D
images. For training, we split the labeled data into
75% training and 25% test data. On the training data
we used a Bayesian hyper-parameter optimization
and a 5-fold cross-validation. Further details regard-
ing the network architecture can be found in the
Appendix A.

On a frame-by-frame level, the CNN predicts the
phases of play in our test set with a weighted average
F1 score, the harmonic mean of recall and preci-
sion (see also Goutte et al. (2005)), i.e. the mean of
all per class F1-scores weighted by their frequency
of 0.76, which is basically limited by the frame-

by-frame pairwise inter-labeller reliability (i.e. the
pairwise accuracy for the 20 matches annotated by all
three experts) of 85% (weightedF1-score of 0.72) and
exceeds the accuracy of the baseline model (0.69). On
further examination, we found that the mis-classified
frames mainly occurred near the start and end points
of each phase of play.

Table 2 shows some basic statistics for the training
data, including the F1-score.

Mid-block and build-up are clearly the dominant
phases, making up 39% and 47% of the phases shown
in Table 2. They are also the phases with the longest
duration, lasting an average of 19.0 seconds (mid-
block) and 18.6 seconds (build-up). As the mid-block
is the standard opponent response to the build-up
phase, it is not surprising that the average durations
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Table 1

Rules for baseline model formation detection

Phase of play Rule

Offensive The first 6 seconds after a team gains ball possession are
classified as transition to offense. The remaining time during a
ball possession are classified as the offensive phase.

Build-up Any moment during the offensive phase, when the ball is within
its own third or the mid third of the pitch is classified as
build-up.

Attacking-play Any moment during the offensive phase, when the ball is within
the opponents third is classified as attacking-play.

Defensive The first 6 seconds after a team loses ball possession are
classified as transition to defense. The remaining time during a
ball possession are classified as the defensive phase.

Low-block Any moment during the defensive phase, when the defending
team’s center (of the outfield players) is at most 20 meters from
its own goal-line, is classified as low-block.

Mid-block Any moment during the defensive phase, when the defending
team’s center (of the outfield players) is between 20 meters and
60 meters from its own goal-line, is classified as mid-block.

High-block Any moment during the defensive phase, when the defending
team’s center (of the outfield players) is at further than 60
meters from its own goal-line, is classified as high-block.

Table 2

Outcome of the phases of play detection CNN

Tactical phase of play Low-block Mid-block High-block Build-up Attacking-play

Labeled phases 1 h 57 min 23 h 30 min 1 h 53 min 27 h 37 min 4 h 53 min
(3 %) (39 %) (3 %) (47 %) (7 %)

Average duration 9.1 s 19.0 s 13.3 s 18.6 s 8.1 s
F1-score 0.37 0.80 0.29 0.83 0.54
Baseline model F1-score 0.18 0.75 0.26 0.76 0.39
Inter-labeller reliability (avg. F1-score) 0.38 0.78 0.24 0.79 0.45

are similar in length. These phases also have the high-
est classification accuracy for our CNN, with both
having F1-scores exceeding 0.8. The next most reg-
ular phase is attacking-play, making up 7% of the
training data. Low-block (3%) and high-block (3%)
are the least frequently occurring phases. For these
phases the model exhibits lower F1-scores, but still
outperforms the rule-based model.

The trained model was applied on seven full sea-
sons of German Bundesliga (2013/2014-2019/2020).
Much of the following analysis focuses on the two
most frequent phases: build-up and mid-block.

4. Formation detection

4.1. Phase-dependent formations

Although positional data has been used in
recent literature to quantify team-formations (Müller-
Budack et al., 2019; Wei et al., 2013; Bialkowski et
al., 2015; Bialkowski et al., 2016; Shaw et al., 2019;

Bialkowski et al., 2014a), they aggregate player posi-
tions over the entire match ignoring tactical changes
during the match. In the following we motivate the
relevance of a more granular contemplation.

Figure 3 shows the different formations employed
across each of the five phases of play for one team
during a Bundesliga match (data are used only until
the first substitution). The dots indicate the aver-
age position of each player in the formation; the
ellipses provide an estimate of how far players tend to
move from their average positions (the team is play-
ing from left to right), visualized through their 80%
confidence region. A wider ellipsis around a player
does not necessarily imply that the player is mov-
ing more but instead that his positioning has a wider
variance respective to his team center, defined as the
average position of all outfield players of his team
for any given time-point as in Bourbousson et al.
(2010) and Andrienko et al. (2017). The lower three
images show the formations in the three defensive
phases: low-block (left), mid-block (center) and high-
block (right); the top images show the formation in
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Fig. 3. Average player positions of a team per tactical phase of play during one match. The ellipses provide an estimate of how far the player
would tend to move from their average position during each phase of play. The considered team plays from left to right. Player’s positions
are collected by optical tracking systems at 25 Hz (positional data). For this figure only data until the first substitution was used.

the two offensive phases: build-up (left) and offense
(right).

The figure clearly indicates that team formations
do not only depend on which team is in possession
of the ball, it is also heavily influenced by the tactical
patterns teams are applying in different situations on
the pitch, e.g. whether the team is currently building
up in their own half or attacking in the last third of the
pitch. Also, in defensive phases of play, Fig. 3 (lower
row) shows significant differences depending on the
teams defending strategy (high-/mid-/low-block).

4.2. Measuring formation in distinct phases of
play

A major objective of this work is to identify the
distinct formations used by teams during different
phases of play during their matches. We focus specif-
ically on the three defensive phases (high-block,
mid-block and low-block) and two offensive phases
(build-up and attacking-play) shown in Fig. 1. Transi-
tions and set-pieces are ignored: by definition, teams
do not have a clear spatial structure during transitions,
while positioning during set-pieces are extremely
dependent on the position of the ball (Casal et al.,
2015). Furthermore, as it takes some time for a team
to change from one formation to another—for exam-
ple, they cannot instantly shift from a high-block to
a mid-block—we ignore the first three seconds of
any continuous sequence of play that was classified
to a single phase of play; if the duration of the entire
sequence is less than three seconds, we discard it from

our sample. In our case, the range of observations
encompasses all frames classified to the same phase
of play. At least 60 seconds of (aggregated) data are
required to obtain a precise measure of a formation;
if the total amount of time spent by a team in any
given phase does not meet this criterium, we do not
measure a formation for that phase.

Our method for measuring formations proceeds as
follows: For each team, we aggregate together all the
tracking data frames classified to a particular phase
during the match and use them to measure the for-
mation of the team in that phase. This is achieved
using the methodology of Shaw et al. (2019), who
introduced a geometric approach to measuring for-
mations, calculating the vectors between each pair
of teammates at a given instant during a match and
averaging these over a range of observations (frames)
to gain a clear measure of the team formation: each
player’s position is calculated relative to the posi-
tion of his nearest teammate. This process starts with
the player in the centre of the team (specifically, the
player with the lowest average distance to their third-
nearest neighbor), stepping from player to player
until the entire team formation is mapped out. This
method is founded on the intuition that players ori-
ent themselves relative to their nearest teammates to
retain the relative positioning required by the team’s
formation.

A coach may, of course, make a major tactical
change during a match, changing their team’s for-
mations across all phases of play. To avoid mixing
two different formation strategies within a match,
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we search for major tactical changes in formation
by looking at each player’s average position rela-
tive to their teammates over a rolling time window.
If the relative positions change for more than ten
meters (based on a three-minute rolling average),
we start a new set of formation observations; more
details are given in Appendix B. At least one major
change in formation of either team is found in 43%
of matches—taking this factor into consideration
presents a major improvement compared to prior
work. In these games there are therefore two (or more)
formation measures for each phase of play.

From the 2, 142 matches, we exclude 345 matches
that did not end with 22 players on the pitch (e.g.
due to injuries or expulsions) resulting in a final
sample of 1, 803 matches. The final number of for-
mation observations in each phase of play are given
in Table 3. As discussed above, there was not always
sufficient data to measure a formation in all phases of
play during a match for both teams. Therefore, there
are fewer observations in the least frequent phases,
the low-block and high-block (furthermore, not all
teams employ a high-block for tactical reasons).
There are observations of the mid-block, build-up and
attacking-play for almost all teams in every match in
our sample (and, on occasion, more if a team made a
major tactical change during the match).

4.3. Formation classification

To study how a specific team plays over multiple
matches, we must reduce the size of our formation
dataset by identifying the unique formations within
each phase of play over our entire sample of matches
and classifying individual observations into these
unique formations. The pioneering football coach,
Marcelo Bielsa, has previously claimed that there are
not more than ten formations7 in common use in pro-
fessional football—our methods enable us to explore
this claim directly. Classifying formations allows us
to quantify the strengths and weaknesses of a given
formation when pitted against another (Section 5.1),
and study the preferred formations used by individual
Bundesliga coaches (Section 5.2).

To identify unique formation types, we apply
agglomerative hierarchical clustering to the forma-
tion observations within each phase of play, using
the Wasserstein metric to quantify formation similar-

7Marco Bielsa’s explanation of those ten formations can
be found at https://www.youtube.com/watch?v=qXt3rKnfbz8
(accessed 12/06/2020).

ity and the Ward metric (Ward et al., 1963) as the
linkage criterion, as described in Shaw et al. (2019).
The square of the Wasserstein distance is calculated
according to Olkin et al. (1982):

W(μ1, μ2)2 = ‖m1 − m2‖2

+ trace

(
C1 + C2 − 2

(√
C2C1

√
C2

)1/2
)

,

whereby μi = N(mi, Ci) are bivariate normal distri-
butions,m is the mean andCi is the covariance matrix.
To solve the player-assignment problem of two for-
mations the Hungarian algorithm is used (Kuhn,
1955). Hierarchical clustering does not automatically
identify the number of unique formations. Therefore,
for each phase of play, we varied the number of clus-
ters from 3 to 15, creating a visual representation of
the aggregated formations within each cluster before
consulting with professional match analysts to deter-
mine the true number of unique formations within
each phase of play. The final number of clusters was
determined during several discussions with expert
video analysts, using quantitative metrics (i.e. Sil-
houette values) to achieve an alignment among the
involved experts. For different number of clusters,
we plotted the cluster centroid formations (focusing
on regions with good Silhouette values). For clusters
of interest, we inspected the full set of detected for-
mations to the analysts. Based on these observations,
taking the Silhouette values into consideration, we
decided on the number of clusters for each playing
phase liaising with the experts. Once the final number
of unique formations per phases of play was deter-
mined, the match analysts named each formation with
a typical declaration (e.g. 4-4-2).

Figure 4 shows the unique formations identified
in the most frequently observed defensive phases of
play: the midfield-block. Results for all the most-
frequently observed in-possession phases of play,
build-up, are provided in Appendix C. All the for-
mations shown were familiar to the match analysts
that inspected them. Indeed, the analyst’s input was
important in distinguishing the 4-2-3-1 formation
from the 4-4-2: while the two appear similar in the
figure, inspection of the individual observations that
comprised each cluster indicated that the outside mid-
fielders in the 4-2-3-1 (top-left plot) formed part
of a triplet of attacking midfielders rather than two
conventional wingers, as in the case of the 4-4-2
(top-center).

Formations #1–4 in Fig. 4 are all variants of a
player configuration that uses four defenders as a

https://www.youtube.com/watch?v=qXt3rKnfbz8
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Table 3

Included formation observations from seven years of the German Bundesliga (2013/2014 until 2018/2019)

Tactical phase Low-block Mid-block High-block Build-up Attacking-play

Formation observations 1,212 5,200 638 4,867 3,164

Fig. 4. Outcome of the clustering for mid-block including the number of observations (obs.) of our sample.

foundation and are distinguished by differences in
the structure of the midfield and attacking play-
ers. Formation #3 sacrifices a forward for a central
defensive midfielder, while formation #4 is a narrow
‘Christmas tree’ formation8 (see also: Janetzko et al.
(2015)) with three defensive midfielders, two attack-
ing midfielders and a lone forward. The remaining
two formations show variants of player configura-
tions with five defensive players.

5. Practical applications

The primary aim of this paper is to describe our
methodology for automating the process of forma-
tion detection per phase of play. In this section we
highlight two practical applications of our methods
that are enabled by our approach.

5.1. Formation versus formation

A very common question in tactical discussion is:
what is the most effective way to counter a particu-

8The term Christmas tree formation—associated with a
4-3-2-1—has established in the football community (see https://
thefalse9.com/2017/08/football-tactics-beginners-christmas-tree-
formation.html, accessed 12/12/2020).

lar formation (Wilson, 2009)? This is a challenging
question as it requires a large sample of formation
observations as well as a contextualized formation
detection per game-phase to attempt a quantitative
answer. With over 13,081 formation observations
measured over a sample of 1,803 Bundesliga games,
we have a sufficient sample size to attempt a compari-
son of the relative performance of different formation
options.

The most frequently observed offensive phase of
play is the build-up; the most frequently observed
formation in the build-up phase is the 2-4-3-1 (2 cen-
tral defenders, 4 midfielders, 3 attacking midfielders
and one forward), hereafter referred to as a ‘two-
defender’ build-up. As the most frequently observed
defensive phase of play is the mid-block, we attempt
to quantify the performance of different mid-block
formations in our data set when defending against
a team using a two-defender build-up. Since goals
are rare events in football9 and not all shots have an
equal chance to score a goal, the concept of expected
goals (xG) is often used as a more granular proxy
for the offensive contribution of a team (Anzer et al.,

9For the given data set of seven seasons of the German Bun-
desliga, 3.1 goals were scored in average per match.

https://thefalse9.com/2017/08/football-tactics-beginners-christmas-tree-formation.html
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2021a).10 XG values are only taken into consider-
ation in periods of the match, where no formation
change (see Appendix B) was detected. For such peri-
ods, xG values created from all phases of play were
taken into consideration, since our experts claim that
the formation in the basic phases of play (mid-block
and build-up) has a latent influence on almost all
situations.

The top row of Fig. 5 shows the strongest and
weakest mid-block options. A 4-2-3-1 concedes, on
average, 1.32 (SE: ±0.03; SD: ±0.81) xG11 per match
against the two-defender build-up, while the 5-2-3
(a five-defender formation) concedes 1.59±0.06 xG
per match. The unconditional scoring rate of the
two-defender build-up formation is 1.41±0.02 xG
per match; the 4-2-3-1 therefore appears to signifi-
cantly reduce the attacking threat of the two-defender
build-up, while the 5-2-3 is the least effective counter-
formation. The difference between the two amounts
to 0.27 xG per game, or nearly nine goals over a
34-game season.

An ongoing discussion in the football tactics com-
munity is whether a build-up with two or three central
defenders is more effective (Wilson, 2009).12 In the
lower row of Fig. 5 we repeat the exercise for the 3-
1-4-2 build-up formation, which utilizes three, rather
than two, players at the back. The base scoring rate
of the three-defender build-up is 1.36±0.03 xG per
game, slightly below the two-defender build-up for-
mation. This drops to just 1.17±0.08 xG per game
when facing a 4-2-3-1 mid-block formation (lower-
left)—the most effective counter-formation—and
increases to 1.45±0.08 xG per game against a 4-1-
4-1 (lower-right, the weakest mid-block formation
against a 3-1-4-2). The conclusion is that the three-
defender build-up formation appears to be more
easily countered than the two-defender formation
while showing less of an up-side benefit against other
formations. Building up with two defenders is sig-
nificantly more popular amongst Bundesliga teams
than building with three defenders; our results indi-

10The xG value of a shot denotes the a priori probability of
a shot being converted to a goal, hence its value ranges from [0,
1]. The probability is estimated using both tracking and event data
and applying a machine learning model, that was trained on more
than 100.000 shots. A detailed description of the xG-model used
can be found in Anzer et al. (2021a). Note that xG-values contain
an error in itself, which influences all standard errors and standard
deviations quoted in this section.

11Errors quoted are the standard error on the mean.
12An exemplary blog-article can be found here: https://

thefalsefullback.de/2019/12/23/the-advantages-of-the-build-up-
with-a-back-three/.

cate that the latter does indeed appear to be a weaker
option.

Of course, even with a sample size of 1,803
matches, there are several potentially confounding
factors, most notable if there is a preference for
stronger (or weaker) teams to use a particular forma-
tion, although an initial inspection showed that every
mid-block formation was used by at least 21 distinct
teams once or more across the seven seasons. Future
work (as described in the discussion) should investi-
gate these confounding factors in significantly more
detail.

5.2. Scouting the tactical preferences of coaches

A major task that clubs must answer when seeking
to fill a managerial vacancy is to ascertain the tactical
preferences of the candidates and determine whether
each represents continuity in the team’s existing tacti-
cal style or a significant departure. While some clubs
may specifically seek a completely new style of play,
there are considerable risks associated with this. Most
notably, a new tactical system will require differ-
ent players, creating turnover in the playing style
as the new manager implements their preferred tac-
tical systems and sells the players that they do not
require. Our methods allow a characterization of the
types of formations that coaches prefer to use, which
is often a clear indication of their overall strategic
preferences.

Individual teams demonstrate a preference for cer-
tain formations. Figure 6 compares the frequency
with which a selection of Bundesliga clubs, have uti-
lized different formation options in the mid-block
phase (radar-charts). Whereas Eintracht Frankfurt
tends to play in a modern 5-3-2 system, Bayern
Munich prefers the (somewhat similar) 4-2-3-1 or 4-
1-4-1 systems. Another difference is that Bayern’s
formation in the build-up phase is rather traditional,
utilizing two central defenders, whereas Eintracht
Frankfurt more regularly builds up with three cen-
tral defenders, which aligns with their significantly
preferred 5-3-2 mid-block formation.

This visualization shows how different teams’
preferences can be over a long period of seven
seasons. These formation-profiles may often be deter-
mined by the key players of each team, some of whom
may be particularly suited to one formation type. Bay-
ern Munich’s success in the past few seasons has been
greatly influenced by the central axis consisting of
Jérôme Boateng, Robert Lewandowski and individu-
ally strong wingers like Frank Ribéry, Arjen Robben,

https://thefalsefullback.de/2019/12/23/the-advantages-of-the-build-up-with-a-back-three/
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Fig. 5. Effectiveness of defensive formations (blue) against two (upper) and three (lower) player build-up (red).

Fig. 6. Formations used by selected German Bundesliga clubs in the mid-block phase.

Kingsley Coman or Serge Gnabry. Our match ana-
lysts agreed the formations most frequently utilized
by Bayern’s coaches over the previous seven years—a
4-2-3-1 or a 4-1-4-1—are the most suitable forma-
tions for the players that were at the club.

Figure 7 demonstrates the tactical preferences of
four Bayern-coaches in the mid-block phase over
this period. Guardiola, Heynckes and Flick all main-
tained a similar strategic approach, and all three had

successful tenures. Only Niko Kovac is generally
perceived to have been a failure. One reason, often
referenced in the media, is that he was unwilling to
part with the 5-3-2 build-up formation—with which
he experienced success at his previous club, Eintra-
cht Frankfurt—instead of adapting his style of play
to exploit the full potential of the players at Bayern.
The appointment of Niko Kovac did not represent
continuity in Bayern’s playing style.
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Fig. 7. FC Bayern Munich coaches by their formation (black) in comparison to the overall Bayern profile (red). The data from all coaches
and FC Bayern are aggregated over the seasons 2013/2014 to 2019/2020. The trophies (Bundesliga Championship, DFB-Cup and UEFA
Champions-League) that each coach earned at his time at FC Bayern are displayed.

A valuable use-case of our methods is in the search
for future managers with a similar playing style (at
least in terms of formations) to the existing approach
at the hiring club. Figure 8 shows a short-list of
coaches that could be touted as potential succes-
sors of Hansi Flick—head coach at FC Bayern from
2019 until 2021. By comparing the coaches’ forma-
tion profiles (black)13 with that of FC Bayern (red)
a similarity metric (top left in Fig. 8) can be calcu-
lated. Although Julian Nagelsmann (currently head
coach at FC Bayern Munich) is often considered to
be one of the biggest German coaching talents, his
preferred formations diverge significantly from Bay-
ern’s existing style, resulting in a similarity score of
only 44%. Jürgen Klopp and Thomas Tuchel rep-
resent intermediate fits (72% and 73%), but Ralph
Hasenhüttel, currently head coach of FC Southamp-
ton, is the best fit for FC Bayern in our managerial
database, with a similarity score of 81%. Again, the
choice of a coach relies on various factors, not solely
on formations played in one or two phases of play (as
displayed here). However, our approach provides evi-
dence for one key component, which can drastically
help club’s management to take informed decisions.

Note that similar to Section 5.1, a lot of con-
founding factors are neglected here. For example,
the strength of a team, the personnel available to
the coach, as well as opposing teams’ preferences
influences a coaches playing style. Furthermore, the
ability to adapt to a specific opponent is a central
quality of a coach neglected by this analysis as well.

13Note that only data from the respective coaches’ time in
the German Bundesliga (2013/2014-2018/2019) are used for this
analysis.

6. Discussion

The availability of accurate and league-wide track-
ing data has motivated several research investigations
into team formations, the basis of team-tactics in foot-
ball. The main objective of this paper was to detect
phases of play as a preliminary for contextualized
formation analysis. Previous work has attempted to
detect only single specific phases of play, such as
counterattacking (Fassmeyer et al., 2021; Hobbs et
al., 2018) or counterpressing (Bauer, 2021; Bauer et
al., 2021). For the first time, we present a method for
classifying games into five distinct phases of play.
While the phases of plays used in our approach are
well-established among football experts, their exact
definitions may vary depending on a club’s playing
philosophy. The definitions we used in the labeling
process were consolidated among professional match
analysts of German Bundesliga clubs. In future work,
a proper qualitative study, that formalizes and extends
the framework presented in Fig. 3 should be con-
ducted in order to have a proper scientific baseline
for further investigations on phases of play—a well-
established theory in professional football. In this
context, our work shows, that (a) phases of play can
be defined and identified by experts with an appro-
priate accordance, and (b) that these phases of play
influence the collective behavior of teams (i.e. their
formations) significantly. However, we would like
to highlight that since our phase-of play detection
is based on training data from one specific season
and only from the perspective of the home team, it
ignores the evolution of the game throughout time and
could be slightly biased since home and away teams
can exhibit slightly different tendencies. Future work
should therefore further evaluate whether the phase-
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Fig. 8. Formation similarity. Who is the best fit for FC Bayern Munich? Top left the similarity of each coach compared to FC Bayern is
displayed.

of-play detection can be applied to multiple seasons
and for both home and away teams with a similar
accuracy.

We used this time-domain classification to measure
team formations in distinct phases of play, achieving
a spatial classification. Phases of play measurement
and classification of formations represent a major
step towards decrypting the complexities of strategy
in football and provide a new insight into the tacti-
cal preferences of individual managers and coaches.
While the methodology for the formation classifica-
tion is mostly similar to the one introduced in Shaw
et al. (2019), a crucial difference is not only that five
different phases of play are considered separately,
but also how closely subject experts were involved
throughout the whole project. Selecting the final num-
ber of clusters purely on a statistical measure, would
not lead to the same results as when taking expert-
knowledge into consideration as well. This interplay
between data-science and domain experts also turned
out to be beneficial for the contextualization of the
clusters, as well as for the identification of mean-
ingful use-cases (see also Rein et al. (2016), Goes
et al. (2020a), Andrienko et al. (2019), and Herold
et al. (2019)). However, adding the formation per
phase-of-play granularity also adds another layer of
uncertainty, since we are building the clustering on
top of a model with a known error rate (see Anzer et al.
(2021a)). Especially, when we quote standard errors
and standard deviations in Section 5.1, expected goal
values may introduce an additional error source (see
Anzer et al. (2021a)). Future work could use bootstrap
methods to determine even more accurate estimations
of the standard errors.

The benefit of our approach to practitioners is
threefold: by automatically detecting phases of play
of the next opponent over an arbitrary number of
their previous games we save the match analysis
departments significant amounts of time. An objec-

tive long-term analysis enables us to assess which
formations are the most effective counter to a par-
ticular reference formation, drastically supporting a
coaches decision-making process of how to approach
the next opponent. Last but not least, we show a
unique use-case for club decision-makers on how to
quantify candidate coaches’ tactical style and identify
those that represent continuity to the current playing
style of the club.

Besides these applications, the full potential of this
approach is yet to be unlocked. Future studies could
analyse the interplay of different formations more
thoroughly and control for confounding factors. On
one hand, quantitative tendencies should always be
evaluated by qualitative analysis, i.e. by analysing
video footage of formation-pairings of interest to
generate expert-based advantages and disadvantages
when playing a specific formation (against another).
On the other hand, the most critical confounding fac-
tor (the strength of a team playing a formation) should
be modelled with a rating system of teams (e.g.,
Baysal et al. (2016)) and used to validate the hypoth-
esis presented in Section 5.1. Additionally, when
evaluating a coach’s tactical fingerprint, all phases
of play as well as other factors could be taken into
consideration.
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A., & Figueiredo, A., 2018, What Performance Analysts Need
to Know About Research Trends in Association Football
(2012–2016): A Systematic Review. Sports Medicine 48(4),
799-836. https://doi.org/10.1007/s40279-017-0836-6 (cit. on
p. 1)

Shaw, L., & Glickman, M., 2019, Dynamic analysis of team strat-
egy in professional football, Barça sports analytics summit
1-13 (cit. on pp. 2, 3, 7, 8, 13).
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Appendix

A Detecting phases of play with a CNN

A schematic visualization of the CNN-architecture
is displayed in Fig. 9.

The input images are of size 105x68
pixels—corresponding to the typical dimen-
sions of a football pitch in meters—and consist
of up to nine layers (e.g. home-team positions,
away-team positions, ball) containing information
from a half-second period of the game. To feed time-
related information to the CNN, player trajectories,
weighted with a linearly decreasing function of time,
were added to each image. To differentiate home
team, away team and the ball, each information
is imported as a separate layer. Additional layers
contain smoothed speed values, which slightly
improved the accuracy of our prediction. Finally,
the CNN predicts one out of 15 possible phases
of play14 for each frame, although in this work
only the phases shown in Fig. 1 in white boxes
are taken into consideration. For each step of the
5-fold cross-validation we performed a Bayesian
hyper-parameter optimization, whereby the final
hyper-parameters represent the mean of all steps.
The final model has a batch size of 32 and was
trained over 10 epochs. The imbalanced dispersion
of the phases of play (see Table 2) was addressed by
resampling and weighted inputs for each batch. The
best performing CNN yielding the highest F1-score
on the test data consists of a base model with three
convolutional layers, one fully connected layer and
one concatenation with one-dimensional features.
The additional features include for example a binary
indicator whether the ball is in play, or the game is
interrupted during the corresponding frame. Another
feature, which is included in the positional data, is the
information which team is currently in possession of
the ball. This base model is applied at 13 consecutive
time points (roughly half a second) and the outputs
are combined using a 1-D convolution. It uses a
drop-out of 50% and a ReLu-activation function. To
avoid noisy outcomes in the framewise prediction,
the outcome is smoothed afterwards by joining short
sequences to its neighbouring sequences until each
phase of play lasts at least one second.

14These 15 phases of play contain further splits for the transi-
tion phases (e.g. counterattacking, counterpressing) and set-pieces.

B Detecting changes in formation

As tactical changes in the team formation may
occur at any point in the game, we need to identify
the moment when this may have happened. We use
the following steps to approximate the moment when
a change may have occurred. Our approach is player
specific; for example, if two wingers switch sides at
half time, we want to identify this as a change of for-
mation. For simplicity we use the out of possession
formations as a reference because they tend to be a bit
more stable than while in possession. Therefore, we
consider only the positional data of a team (exclud-
ing the goalkeeper), while the ball is in play and the
opposing team is in ball possession.

We define the current formation position of a player
as his average centered position, i.e. his mean aver-
age x and y coordinates relative to the team’s center
(see also (Andrienko et al., 2017)), between the start
of this formation (e.g. the beginning of the match, or
the latest identified formation change) and the current
time, t. His current formation position is then com-
pared to his position during the last three minutes of
eligible frames up to time t. If the Euclidean distance
between any player’s current formation position and
his three-minute rolling window position is greater
than ten meters, we identify time t-minus-three min-
utes as the moment of a formation change and start
to compute the current team formations starting at
this time. Both thresholds were set by manually eval-
uating them on video footage with experts. Minor
changes to these thresholds, do not strongly affect
the presented results. Substituted players are com-
pared to the position of the players they replaced.
Using this algorithm over the past seven seasons
of Bundesliga matches we identify on average 1.7
formation changes per match, which underpins the
importance of this additional step to aggregating suit-
able sequences in our clustering step.

C Clustering for build-up

Figure 10 displays the clustering outcome of the
second relevant phase–the build-up phase. As dis-
cussed in Section 5.1, a major decision that has to
be made by a team is whether to build up with two
central defenders (formations #1, #2, #3, #4) or with
three central defenders (formations #5 and #6).15 In

15Note that for the formation versus formation contemplation
in Section 5.1, the hierarchical clustering is further aggregated to
n=2, so that only three-defender versus two defender build-up is
compared.
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Fig. 9. Schematic architecture of the CNN predicting the phases of play.

Fig. 10. Outcome of the clustering for build-up including the number of observations (obs.) of our sample.

Fig. 10, formation #1 displays a 2-4-3-1 with two
central defenders playing on the same line and the
full-backs pushed into midfield. In formation #4, one
central midfielder clearly plays a more offensive role
which allows the strikers not to participate in the
build-up and rather plays a more offensive part, which
was declared as a 2-4-4 by our experts. The forma-
tions shown in #2 (2-3-2-3) and #3 (2-1-4-3) also
display similar patterns. The major difference is that
the left and right striker tend to support the wing-
back moving forward in #2, whereas in formation
#3 all three strikers focus on playing in the center
and leave the wings completely to the wing-backs.
Formations #5 (3-4-3) and #6 (3-1-4-2) shows what
our experts expected: building up with three central
defenders provides a distinct flexibility during the
build-up phase. A typical phenomenon when building
up with three defenders is that the wing-backs have
to conquer the wing-territories on their own, which
should lead to a superiority in the center in both cases.

D Implementation details

While the newly available positional data allows
for novel insights, the sheer size poses a significant
computational challenge for non-IT-focused organ-
isations such as football clubs or federations. All
implementations were made in Python. We imple-
mented the CNN (Section A) using Keras and
Tensorflow and trained it on a local GPU-Cluster.
Additionally, we used sklearn to perform the training
test data split. In order to enable rapid feedback loops
with match analysts, the tracking data is locally stored
in Parquet files, compressing them from 500mb to
20mb per match. This step not only saves storage
in the analytics environment but also enables us to
read in an entire match in less than a second. For the
computations necessary in this paper, the code is par-
allelized whenever possible to speed up the analysis
even further.


