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A deep learning approach to injury
forecasting in NBA basketball
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Abstract. Predicting athlete injury risk has been a holy grail in sports medicine with little progress to date due to a variety of
factors such as small sample sizes, significantly imbalanced data, and inadequate statistical approaches. Data modeling which
does not account for multiple interactions across factors can be misleading. We address the small sample size by collecting
longitudinal data of NBA player injuries using publicly available data sources and develop a state of the art deep learning
model, METIC, to predict future injuries based on past injuries, game activity, and player statistics. We evaluate model
performance using metrics appropriate for imbalanced data and find that METIC performs significantly better than other
traditional machine learning approaches. METIC uses feature learning to create interactive features which become meaningful
in combination with each other. METIC can be used by practitioners and front offices to improve athlete management and
reduce injury incidence, potentially saving sports teams millions in revenue due to reduced athlete injuries.
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1. Introduction

Sports teams lose millions of dollars in actual and
potential revenue each year due to athlete injuries,
despite significant investment in sports medicine,
strength and conditioning, and analytics. Few, if any,
would declare that sufficient progress has been made
on reducing injuries despite such support staff being
commonplace for several decades (Fullagar, et al.
2019; Hägglund et al. 2016; Conte et al. 2016). Ath-
lete monitoring and management presently fail to
meaningfully forecast injury risk (Soligard, et al.
2016; Buchheit 2017; Fanchini et al. 2020; Impel-
lizzeri et al. 2020; Buchheit et al. 2019) missing
significant advances from data modeling techniques
that better represent the complexity and variety of
interactions across factors. Recent advances in Deep
Learning allow for new approaches to this critical
mission of support staff in sport; forecast potential
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injuries in a way which provides actionable insight
for decision-makers. This information can then be uti-
lized by sporting organizations in various areas such
as training optimization, load management, and other
operational tasks such as future player projections, as
shown in Fig. 1.

Traditional approaches to athlete load monitoring
have shown limited utility due to only being able to
account for a few pieces of the puzzle which influ-
ence athlete performance and poor predictive analysis
techniques to forecast injury risk (Impellizzeri et al.
2020; Hulme et al. 2017; Hulme & Finch 2015;
Hulme et al. 2019; Bittencourt & Meeuwisse 2016;
Stern et al. 2020). Advancing towards more useful
approaches which can inform athlete management is
a worthwhile pursuit to help support performance
and medical staff and maximize the investments
being made by sporting organizations (Buchheit
2017). Embracing complexity and deploying recent
advances in data science to identify instances of
heightened risk, often termed red flags, can pro-
vide meaningful opportunities to mitigate injury
incidences, increase player availability, and enhance
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Fig. 1. Overview of the data pipeline and highlights of the different stages of processing, including feature identification, passive aggregation
of data, and deep learning analytical approaches, as well as custom dissemination of the findings for multiple stakeholders.

results. In the sports medicine and performance field,
the use of statistical calculations to determine injury
risk is often hindered by cultural silos where different
staff departments do not communicate sufficiently to
make use of data insights, or the data being used is
limited in scope failing to account for the broad range
of factors which may impact injury risk (Mooney
et al. 2017). Data science practices involved often
fall short of necessary standards due to oversimpli-
fied approaches and flawed metrics, in contrast to
embracing complexity and pattern recognition where
recent advances in data science allow (Kampakis
2016; Lakens 2020; Casals & Finch 2017; Stern et al.
2020; Claudino et al. 2019; Cook 2016; Impellizzeri,
et al. 2020).

In this paper, we present a model which out-
performs other available and recently cutting-edge
methods, despite our data missing details such as
exact occurrence time and injury-type, as well as
geospatial activity metrics and biometric evaluations
taken regularly by teams, which could potentially
significantly improve model accuracy. Our approach
demonstrates the potential for deep learning mod-
els to predict injury risk even with limited available
data.

A contribution of this study is to present a frame-
work and encourage better handling of data and
evaluation metrics appropriate for risk injury. We
manage this with adoption of modern data science
practices and a larger injury sample size and variable

set than previous studies (Jaspers et al. 2018; Peter-
son et al. 2019; Rossi et al. 2018; Vallance et al. 2020;
Ge 2017).

Deep Learning is representational learning (Ben-
gio et al. 2013) where shallow layers learn
representations of data built upon deeper layers. This
paradigm has been described as feature learning since
the model learns to identify and build important fea-
tures during training. In past studies, heavy emphasis
has been placed on feature engineering by defining
specific metrics or ratios that are fed into a model
(Dhar 2017; Zheng & Casari 2018). This study uti-
lizes feature learning in a deep learning model which
can be an opaque process. We attempt to provide
insight into the model decision process by examining
model explainability.

2. Methods

2.1. Injury data

Injury data includes detail on every injury in
the NBA reported between 2010-20. The data was
scraped from “Pro Sport Transactions” website using
the Airball package in RStudio (RStudio Team 2020;
Fernandez 2020; Pro Sports Transactions 2020). The
dataset contains information on 11k injuries. The
accuracy of injury reporting timing and thoroughness
of the reporting is uncertain. Teams are incentivized
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Fig. 2. Percentage of injury incidences by type in the dataset exam-
ined.

to obscure player injuries if feasible to maintain a
competitive advantage. This study relies on publicly
available data which is noisy in nature. We have taken
the approach to embrace the noise of the dataset and
accept it is an unavoidable reality of dealing with
public player injury data.

The terminology used to describe the injuries is
inconsistent. The injuries are grouped into eight com-
mon injury types based on keywords used in official
league reporting via Cerner; back, contact, contusion,
core, foot, ligament, muscle, and upper body (Cerner
n.d.). There are additional injuries which don’t fit into
these buckets but are too uncommon to include in this
modeling exercise. The incident rate for each injury
type is shown in Fig. 2.

Team rosters and athlete’s data as well as infor-
mation about who was coaching the team for each
game in the dataset were downloaded via the pub-
licly accessible NBAStatR interface which provides
access to data from https://stats.nba.com/ as well as
other popular Basketball data sources (The NBA Stats
R Studio Interface, 2020). Injury data is enriched
with game-specific player statistics. There are 238k
player-game observations with data describing home
and away teams, game location, player height and
weight, player primary and secondary position, and

Fig. 3. 4 year running average of injuries in the NBA by type of
injury illustrating an increasing prevalence of injuries of all types
despite the number of players in the NBA and their ages remaining
relatively constant.

game time. We observe an interesting lack of litera-
ture utilizing publicly available data and emphasize
that various markers of accuracy and utility from
analyses could be greatly enhanced by official team
data.

Injuries are attributed to the most recent game
within 30 days. This assumption leads to associating
5k injuries with games. The total number of injuries
by injury type is generally increasing despite a near-
constant number of NBA players, as shown in Fig. 3.

The dataset is absent any biometric data such as
geospatial activity, subjective wellness, sleep track-
ing, or neuromuscular status. The presented approach
could be extended with more information from the
athlete or their organization, and the results of this
study must be considered within this context.

This dataset is significantly imbalanced with
injuries accounting for less than 4% of the data, as
shown in Fig. 3. Discussions of the inherent imbal-
ance among sports injury datasets have been lacking
and must be taken into account when performing

https://stats.nba.com/
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analysis on sports injuries (Ruddy et al. 2019; Kaj-
danowicz T 2017).

A troubling artifact in many past studies modeling
injury risk is using the same data to train and eval-
uate model performance (Google Machine Learning
2020; Lundberg et al. 2019). Not properly splitting
data and reporting metrics on training data leads to
an over-confidence in model predictive power (Xu
& Goodacre 2018; Google Machine Learning 2020).
Results like 98% accuracy (Peterson et al. 2019), 90%
accuracy (Adetiba et al. 2017), and 0.97 ROC AUC
(Vallance et al. 2020) may seem impressive but are
in fact misleading since the generalizability of the
approaches are unknown. One notable exception is
Rossi et al. (2018).

The data is split into train and validation sets
consisting of 85%/15% of the data using an iter-
ative stratified approach for injury pairs (Sechidis
et al. 2011; Szymański & Kajdanowicz 2017). There
are 750 injuries in the validation set. The injury
types are treated as multi-label multi-classification
since players can incur multiple injuries at the
same time.

2.2. Risk factors

This section examines risk factors consider-
ing specific criteria conditions as seen in the
dataset. Figure 4 shows average and 95% confi-
dence intervals of increased risk factors calculated
with Monte Carlos bootstraps of the dataset.
These results are exploratory and not derived from
modeling.

While our data showed that height may influ-
ence risk of back and ligament injuries, this has not
previously been supported despite it being a cur-
rent concern which has been examined in popular
media and academia (Stotts 2014; Eric Choi, Penn
State University 2015). We found that high playing-
time load, here reported as more than 100 minutes
in the previous five games, influenced incidence of
all injuries but especially muscle and contusion-type
injuries, which is corroborated in the literature (Lewis
2018). In general, previous injury was a meaningful
indicator of future injury, which has been demon-
strated in multiple sports with different injury types
(Toohey et al. 2017; Terry et al. 2018; Fulton et al.
2014). Generalizing results is very difficult in the
literature where subject-samples do not exceed 30,
while our dataset examines injuries from 856 NBA
players. The risk factors reported here are general-
ized across the data manifold which includes multiple

teams over multiple seasons; however, they do not
capture trends within individual athletes.

2.3. Model development

We propose a new deep learning approach to assess
injury classification METIC: Multiple bidirectional
Encoder Transformers for Injury Classification. This
architecture is largely inspired by BERT (Devlin et al.
2018). We use the same multi-layer bidirectional
transformer encoder based on the implementation
described in Vaswani et al. (Vaswani et al. 2017).
The transformer has led to significant advances in
the state of the art of natural language processing
(Radford et al. 2018; Brown et al. 2020).

METIC uses multiple transformer encoders to
process the sequences of data associated with past
injuries and previous games. We limit the analysis of
past games to the previous 5 games, while all past
injuries are considered. The model inputs are shown
in Table 1 and an overview of the model architecture
is shown in Fig. 5. Model architecture is optimized
using Keras Tuner (O’Malley 2020; O’Malley et al.
2019). METIC contains 3.2 million learnable param-
eters.

Time data, such as age and time to events, is
embedded using the time2vec approach introduced by
Kazemi et al (Kazemi et al. 2019), with a sinusoidal
activation function. METIC uses time embeddings to
provide context for the injury and game embeddings
in the same manner as how BERT uses positional and
sentence embeddings to provide context.

The inputs to METIC are shown in Table 1.
METIC is a deep learning model which performs fea-
ture representation learning, hence minimally feature
engineering is performed on the data.

To compensate for the imbalanced nature of the
dataset, several strategies were explored including
over-sampling of positive injury data, under-
sampling of non-injury data, weighting the data, and
creating synthetic samples (Lemaı̂tre et al. 2017). All
these approaches led to worse model performance
for the validation set, hence they are not considered
further for METIC.

3. Results

3.1. Model comparison

Several simple models are examined, including;
one-vs-the-rest (OvR) Ridge classifier, extra-trees
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Fig. 4. Single-factor risk factor analysis with mean and 95% confidence intervals shown in blue and black, respectively.

classifier, random forest classifier, Lasso regression,
OvR Gaussian Naive Bayes (NB), OvR Bernoulli
NB, OvR Logistic Regression (Pedregosa et al.
2011), and OvR XGboost Classifier (Chen &
Guestrin 2016). Some of these methods responded
positively to over-sampling of positive injury data.

Additionally, a trivial solution of predicting no
injuries ever is included in the assessment which we
refer to as the No Injury model. Summary statistics
of all the methods’ performance on the validation set
are presented in Table 2. METIC performs favorably
against other model approaches considering a vari-
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Table 1

METIC model and METIC explainability model input features

METIC Explainer Model

Current Game Coach, Primary Position, Secondary Position, Player,
Age, Height, Weight, Game Location

Primary Position, Secondary Position, Age, Height,
Weight, Game Location

Past 5 Games Age During Game, Time Played, Time Since Game,
Game Location, Coach

Time Since Last Game, Games in Last Week, Total
Minutes Played in Last 5 Games

Past Injuries Body Area, Age During Injury, Time Since Injury Number of Injuries for Each Body Area, Age at First
Injury, Age at Last Injury, Time Since First Injury,
Time Since Last Injury

Fig. 5. Overview of METIC architecture.

ety of metrics common in evaluating classification
problems.

A common way to evaluate the success of a clas-
sifier is accuracy. However, accuracy does not give
meaningful results when dealing with skewed data
where the classes are unbalanced and a good accu-
racy score can be reached by simply guessing the
majority class.

A major challenge in sports-injury analytics is
building classifiers which can tolerate the signifi-
cant imbalances skewing the data. The No Injury
model achieves an extremely high accuracy of 99.8%
because of the momentous imbalance of games with
injuries versus games without injury, and yet this
model is completely useless. This illustrates how
accuracy is not a good metric to consider within
sports-injury analysis. Peterson et al. (2019) reported
an accuracy of 98% using an NB model, but it was not
clear if the model presented achieved better perfor-
mance than a trivial No Injury solution. Performance

metrics which are more appropriate than accuracy
for evaluating injury prediction model performance
include the area under the receiver operating curve
(ROC AUC) and average precision.

METIC performs significantly better than the other
examined approaches in terms of ROC AUC, aver-
age precision, recall, and F1 score. The relatively low
precision and high recall are prevalent in imbalanced
problems where the negative class is the majority.
METIC has an F1 score of more than double the next
closest model.

3.2. Model evaluation

This section provides an in-depth examination of
METICS predictive performance by injury type.

Contact injuries are commonly thought of as
being completely unpredictable, which explains
why METIC struggles to accurately predict contact
injuries.
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Table 2

Comparison of model evaluations. Area Under the Receiver Operating Characteristic Curve (ROC AUC) is a general measure of model
performance. Average Precision represents a classification models’ ability to return only relevant instances, while Recall represents the

ability to identify such relevant instances. F1 Score is the harmonic mean of Precision and Recall

Model Accuracy ROC AUC Average Recall F1 Score
Precision

METIC 93.4% 0.80 0.0087 0.20 0.020
OvR Ridge Classifier + Over Sampling 96.1% 0.52 0.0024 0.07 0.008
OvR Logistic Regression + Over Sampling 99.3% 0.50 0.0025 0.00 0.002
Extra Trees Classifier + Over Sampling 99.8% 0.50 0.0032 0.00 0.000
No Injuries 99.8% 0.50 0.0022 0.00 0.000
OvR Gaussian NB 99.8% 0.50 0.0022 0.00 0.000
Lasso 99.8% 0.50 0.0022 0.00 0.000
OvR Ridge Classifier 99.8% 0.50 0.0022 0.00 0.000
OvR XGBoost + Over Sampling 99.7% 0.49 0.0037 0.00 0.000
Extra Trees Classifier 99.8% 0.49 0.0037 0.00 0.000
OvR XGBoost 99.8% 0.48 0.0022 0.00 0.000
Random Forest Classifier 99.8% 0.48 0.0032 0.00 0.000
OvR Logistic Regression 99.8% 0.45 0.0019 0.00 0.000
OvR Bernoulli NB + Over Sampling 81.9% 0.45 0.0019 0.12 0.003
OvR Bernoulli NB 79.6% 0.39 0.0017 0.10 0.002

Table 3

Summary statistics of model performance by type of injury for validation data

Body Injury Accuracy Average ROC Recall F1
Area Incidents Precision AUC Score

Back 60 99.5% 0.0079 0.87 0.05 0.030
Foot 50 94.1% 0.0048 0.85 0.26 0.012
Muscle 94 99.7% 0.0248 0.83 0.02 0.041
Ligament 141 99.4% 0.0136 0.82 0.02 0.029
Contusion 53 98.0% 0.0046 0.81 0.08 0.011
Core 15 98.9% 0.0019 0.77 0.13 0.010
Upper Body 106 85.9% 0.0062 0.74 0.36 0.015
Contact 111 72.1% 0.0059 0.74 0.66 0.014

Back and foot injuries may be chronic as often as
they are acute, making the load monitoring dynamic
especially interesting. While some univariate modi-
fiable risk factors exist for injuries such as hamstring
strain and biomechanical analyses of ankle and
knee injuries contribute to reduction efforts, here we
highlight the multifactorial and complex dynamics
approach to management and treatment (Opar et al.
2014; Bourne et al. 2017; Liporaci et al. 2019; Toohey
et al. 2017; Toohey et al. 2019; Bisciotti et al. 2020;
Panagiotakis et al. 2017).

3.3. Model explainability

Model explainability is examined using a proxy
dataset which reduces the feature space to consider a
more easily interpretable feature space. Series within
the full dataset are aggregated using counts, maxi-
mums, and minimums as shown in Table 1. Shapely
model impacts are calculated using the SHAP ker-
nel explainer (Lundberg & Lee 2017; Lundberg
et al. 2019). The Shapely values represent feature

importance for particular data points considering per-
turbations around the data. While many studies in the
literature isolate one factor and remark upon simple
statistical significance (Okoroha et al. 2017; Hulme &
Finch 2015; Bolling et al. 2018), this study considers
multiple interactive factors and provides a hierarchy
of importance.

While our results corroborate the literature in
showing previous injuries to be important factors for
predicting future injuries of any type (Toohey et al.
2017; Bolling et al. 2018; Toohey et al. 2019), they
are not in the top-five factors found by our model
for any type of injuries examined here. Older ath-
letes incurred more injuries in our dataset, and this
information should be combined with other factors
examined here to better manage athletes further into
their careers (Menard & Stanish 1989; Baumert et al.
2016).

Interestingly, the number of contusion injuries was
found to be important for many of the injury types
such as upper body and muscle injuries. We speculate
that athletes who are carrying minor injuries could be
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Fig. 6. Receiver Operating Characteristic (ROC) curves by injury type for validation and training data by injury type. ROC curves plot the
true positive rate versus the false positive rate in a dataset as a function of the model’s threshold for classifying a positive result.
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Fig. 7. Average model impact measured by mean absolute value of Shapely values by injury type.

prone to incurring more significant ones, whether as
represented by accumulated fatigue, altered move-
ment patterns, or other factors. However, further

researching what factors may predispose a player to
suffer a contusion may help shed some light into this
finding.
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The risk factors associated with age, game loca-
tion, height, and weight are relatively low, while
METIC found these factors to be highly important in
determining injury risk among all injury types. These
features alone may offer little insight into injury risk
classification. However, we can conclude that age,
game location, height, and weight are important in
METIC’s feature learning process where learned fea-
tures build upon these data points to classify injuries.
The discrepancy among METIC feature importance
and relative risk factors highlight the non-linear
complex relationship among athlete data points and
injuries.

4. Discussion and conclusion

In this paper we presented a new deep learning
model, METIC, to predict injury classification con-
sidering past injuries and game activity. This model
achieves a new state of the art in injury prediction and
provides useful insights into the non-linear relation-
ships among player activity and history. Crucially,
it utilizes passive aggregation of information with-
out requiring manual daily data extraction related to
athlete monitoring practices. While proprietary bio-
metric data could improve model generalizability,
effective forecasting using readily available data is
of great value to sporting organizations. Analyses
where disparate data types are combined to inform
athlete management processes can provide a com-
petitive advantage.

This longitudinal analysis considered multiple
teams over multiple seasons, where based on the fea-
tures provided, injury risk probabilities for different
body parts were highlighted. This information can
aid practitioners and performance staff to prioritize
training interventions that may help minimize injury
risk by optimizing factors associated with the specific
body part and/or injury mechanism.

Statistical models have created much debate with-
out valid utility, while machine learning approaches
often excite with their complexity while failing to
produce coherent results, or at least results absent
of excessive misclassifications (Lakens 2020; Casals
& Finch 2017). The overall performance of METIC
at classifying injury risk illustrates the utility and
potential of deep learning applications within sports
science. Identification of non-linear and multifacto-
rial classifiers of injury risk are of great use to athletes
and sporting organizations. One important use of
complex modeling is that single factors which are not

significant on their own are subsequently meaning-
ful in combination with one another. METIC is able
to capture complex non-linear relationships among
multiple athlete data points using representational
learning which leads to a robust generalization of
sports injuries.

It is important to highlight that much of the
research done in the field of injury prediction failed
to split the data for model training and validation
purposes. As part of our approach, the data was
divided into training and validation, and reported
evaluation metrics on the validation set. Additionally,
we present evaluation metrics appropriate for imbal-
ance classification. This approach helps to ensure
the generalizability of the presented algorithm. Orga-
nizations wishing to increase the injury forecasting
potential could integrate other biometric data along
with the features presented in this paper. Future work
could consider integrating biomechanical data lever-
aging current data sources such as optical tracking to
capitalize on the influx of newly available video data
streams in the sports science world.

Athletes and sporting organizations can utilize
the METIC model with their own data to stratify
injury risk and inform athlete management decisions
to mitigate injury incidence and ultimately improve
performance. METIC presents a new approach to
combining disparate data sources which learns multi-
factorial importance across a variety of athletic
monitoring fields. Teams capable of intelligently
harnessing their many data sources could gain a sig-
nificant competitive advantage.
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