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Abstract. This paper presents findings of a study to predict the winners of an One Day International (ODI) cricket game, after the completion of the first inning of the game. We use Naive Bayes (NB) approach to make this prediction using the data collected with 15 features, comprised of variables related to batting, bowling, team composition, and other. Upon the construction of an initial model, our objective is to improve the accuracy of predicting the winner using some feature selection algorithms, namely univariate, recursive elimination, and principle component analysis (PCA). Furthermore, we examine the contribution of the appropriate ratios of training sample size to testing sample size on the accuracy of prediction. According to the experimental findings, the accuracy of winner-prediction can be improved with the use of feature selection algorithm. Moreover, the accuracy of winner prediction becomes the highest (85.71%) with the univariate feature selection method, compared to its counterparts. By selecting the appropriate ratio of the sample sizes of training sample to testing sample, the prediction accuracy can be further increased.
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1. Introduction

Cricket is considered as a bat and ball game, which is becoming a popular team game on the global stage. Similar to most of the other sports, the development of cricket has gone through several stages to reach the current level. Present-day cricket comprises of three formats, namely, test cricket, one day international cricket (ODI), and twenty20 (T-20). Out of these different formats, the shorter versions, T-20 and ODI have gained more popularity due to the dynamic nature and the entertainment aspect of the game. Meanwhile, the experts of the game and the past legendary cricketers believe that the beauty of the game still lies in test cricket. Though our aim is not to argue which format of cricket is better, the focus of this study is towards the ODI format. With the enormous popularity of the ODI format and the rapid commercialization of the game, forecasting the outcome of the has gained a major importance. The existing demand and the abundance of available cricket data have motivated sports data analysts and researchers to conduct their research activities about this game. The progress towards an accurate prediction of the game has been hindered by the existence of obstacles such as the dynamic nature of the game and the wide range of associated variables of the game. Nonetheless, a clever review of the game prediction literature will help us to seek for an improved approach to predict the ODI game. Existing cricket literature exhibits multi-directional approaches used in game-prediction. All these game prediction procedures discussed in the literature can be broadly divided into two branches. They are either predicting the game before it starts or while the game is in progress (Yasir et al., 2017). Typical game-prediction algorithms use numerous inputs representing the player, the team, the cricket ground, the weather, and other off filed statistics. According to the literature, some of the most frequently used performance indicators in ODI game-prediction are home-field advantage (Bailey and Clearke, 2006; Paul and Stephen, 2002), the result...
of the coin toss (De Silva and Swartz, 1997; Dawson et al., 2009), day/night effect (De Silva and Swartz, 1997), the effect of bowling (Lemmer, 2008) and batting (Kimber and Hansford, 1993; Koulis et al., 2014; Lemmer, 2008; Lewis, 2005; Scarf et al., 2011; Tan and Zhang, 2001; Wickramasinghe, 2015). In addition to the incorporation of large volume of variables and factors used in game-prediction, the dynamic nature of the game makes the prediction process a daunting task. Furthermore, these involved dynamic variables often do not satisfy the required probabilistic assumptions. Under these circumstances, popular probabilistic models frequently exhibit inconsistencies. This is where the machine learning techniques perform better than the conventional counterparts. In this manuscript, we use NB classifier, which is a fast and accurate machine learning technique to predict the winner of an ODI game. This study brings novelty to the field of cricket data analytics in numerous ways. Unlike the available handful number of studies, this study considers higher number of performance indicators representing batting, bowling, and team composition in order to predict the winning team. Furthermore, we investigate ways to improve the predicting accuracy of the model by varying the involved parameters. Finally, this will contribute to the handful of studies conducted using NB classifier in cricket. The rest of this manuscript is organized as follows. At first, we embark the discussion with an overview of the existing literature. We infer into prior studies that were based on machine learning approach in game-prediction. Secondly, we present our NB model to predict the winning team by considering the statistics of the first inning of the ODI game. Finally, we use feature selection algorithms and seek for the best combination of parameters to improve the model.

2. Machine learning in cricket

A glance at the literature indicates that the majority of the cricket related studies are based on standard statistical procedures. With the development of computing power and the availability of abundance of cricket data, machine learning techniques in game-prediction has become more and more popular. In order to achieve an optimal solution, conventional statistical requires the data to follow a set of tight assumptions. Typically, machine leaning techniques are relatively free of assumptions and learn from the data for the purpose of producing the best solution. In a study to predict English T-20 county cricket games, Kampakis and Thomas (2015) develop a machine learning model using the cricket-data collected from years 2009 to 2014. They adhere a multi-step approach to analyze the data, which comprised of over 500 features of both teams and players. Due to the high-level of uncertainty or randomness in T-20 format, the authors have failed to reach the level of accuracy that other sports usually reach. Using NB, logistic regression, random forests and gradient boosted decision trees, they find the simple NB learner as the best classifier to make prediction. Kumar and Roy (2018) predict the score of the ODI game after finishing the fifth over of the game. They also utilize machine leaning techniques such as kNN, Linear Regression and NB classifiers. When predicting the outcome of a game, prediction of individual player’s performance is important as a team comprises of individual players. Passi and Pandey (2018) in their study use several machine learning techniques such as Naive Bayes, Random Forest, Multi-class Support Vector Machines (SVM) and Decision Tree classifiers to predict the performance of individual players. This study focuses on forecasting the number of runs each batsman will score and the number of wickets each bowler will capture in a forthcoming game. According to their findings, they accurately predict the number of runs scored by a batsmen with an accuracy of 90.74% and the number of wickets taken by a bowler with an accuracy of 92.25%. Using batsmen-specific hidden Markov chain approach, Koulis and Muthukumarana (2014) model the individual batting performance of an ODI game. In another study to predict the team’s score, Nimmagadda et al. (2018) use random forest together with both multiple linear regression and logistic regression. They construct a model to predict the first innings score while the game is in progress, using run rates in T-20 games played in Indian Premier League (IPL) cricket tournament. Surprisingly, they exclude some predictive variables that most of other researchers use such as number of fallen wickets, the outcome of the toss, and the venue where the game is being played. Cricket, being a team sport the ultimate hope of a cricket fan is to see success of his or her. A glimpse of the literature gives evidences of such attempts to predict the winning team. In a study to predict the winner of an ODI game, Harshit and Rajkumar (2018) consider both batting and bowling performances together with four types of machine learning algorithms. This study relies on the classification algorithms namely, decision trees, support vector machines, logistic regression, and
Bayes classifier. Using 5,000 records of ODI games, the author finds the Bayes classifier as the best classifier. In another study to predict the result of a T-20 cricket game, Yasir et al. (2017) proposes a novice model based on multi-layer perception with adjustable weights of the used factors. This model predicts the outcome of the game, before the start of the game and while the game is in progress. In this model building, the researchers incorporate some statistics such as home ground advantage, result of the toss, team’s and player’s ranking, player’s strike rate, strike rate, remaining overs and wickets. According to their findings, the proposed model forecasts the winner with a performance rate of 85% prior to the start of the game and success rate of 89% while the the game is in progress. In another study, Sankaranarayanan et al. (2014) predict the outcome of the match by considering the historical and instantaneous match features. Attempt of Jhanwar and Pudi (2016) is to predict the outcome of an ODI game from the composition of the team’s perspective. In order to achieve this, the authors use several machine learning techniques together with both individual player’s batting and bowling statistics.

3. Data collection

The International cricket Council (ICC), the governing body of cricket updated the existing ODI rules regarding fielding restrictions according to the item #28.7 in Rules and Regulations on September 30, 2018 (ICC, 2018). Furthermore, the number of runs collected by a team under the previous fielding restrictions cannot be compared with the current fielding restrictions. Therefore, in order to maintain the uniformity across all games, ODI series of games played from September 30, 2018 to January 01, 2020 was collected for this study. This study was conducted using all the ICC-ranked teams, namely Afghanistan (AF), Australia (AU), Bangladesh (BAN), England (ENG), India (IN), Ireland (IR), New Zealand (NZ), Pakistan (PK), South Africa (SA), Sri Lanka (SL), West Indies (WI), and Zimbabwe (ZM). As ODI game can be characterized by a collection of performance indicators (Bandulasiri, 2016) in this study we collected performance indicators representing four categories as displayed in Table 1. From batting points of view, inning’s total score, number of centuries, number of half-centuries, number of century and half-century partnerships were collected. From bowling department, total number of wickets fallen in the inning, the total number of dot balls and the total number of extra runs in the inning were collected. Bowlers who bowled at least three overs in the inning were considered in this data collection. Furthermore, team related statistics such as ranks of teams, number of bowlers, number of batsmen, and the number of all-rounders in the team were also collected. When considering team ranks, the rank value given by ICC was considered. Finally, after recording all the features displayed in 1, the winner of the game were also recorded.

4. Methodology

When analyzing a data-set like this, which comprises of binary response variable and a collection of binary and continuous explanatory variables, logistic regression becomes the natural choice. Due to the lack of the required number of data-points to apply regression analysis, it is anecdotal and sought to an alternative technique henceforth (Allision, 1999; Bai and Pan, 2009). Unlike the conventional regression analysis requirements, NB works really well even with smaller sample sizes (Hand, 1992; Kuncheva, 2006).

4.1. Naive Bayes (NB) Classifier

NB is a popular supervised learning technique used in machine learning. Due to the simplicity, speed and the accuracy, NB classifier is one of the most popular classification techniques in data science. NB is based

<table>
<thead>
<tr>
<th>Category</th>
<th>Variable</th>
<th>Mean (St.Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batting</td>
<td>Inning’s Score</td>
<td>269.10 (70.18)</td>
</tr>
<tr>
<td></td>
<td>Number of Centuries</td>
<td>0.37 (0.56)</td>
</tr>
<tr>
<td></td>
<td>Number of Half-centuries</td>
<td>1.35 (0.95)</td>
</tr>
<tr>
<td></td>
<td>Number of Century Partnerships</td>
<td>0.57 (0.61)</td>
</tr>
<tr>
<td></td>
<td>Number of Half-Century Partnerships</td>
<td>1.28 (1.04)</td>
</tr>
<tr>
<td>Bowling</td>
<td>Number of Wickets</td>
<td>7.87 (2.01)</td>
</tr>
<tr>
<td></td>
<td>Number of Dot Balls</td>
<td>141.00 (23.53)</td>
</tr>
<tr>
<td></td>
<td>Number of Extras</td>
<td>12.46 (5.99)</td>
</tr>
<tr>
<td>Team</td>
<td>Rank of the Team</td>
<td>80.78 (38.15)</td>
</tr>
<tr>
<td></td>
<td>Rank of the Opposite Team</td>
<td>94.49 (29.11)</td>
</tr>
<tr>
<td></td>
<td>Number of Batters</td>
<td>7.30 (0.59)</td>
</tr>
<tr>
<td></td>
<td>Number of Bowlers</td>
<td>5.43 (0.73)</td>
</tr>
<tr>
<td></td>
<td>Number of All-rounders</td>
<td>2.04 (0.90)</td>
</tr>
<tr>
<td>Other</td>
<td>Playing at Home, Away, or Neutral</td>
<td>0.95 (0.77)</td>
</tr>
<tr>
<td></td>
<td>Outcome of the Toss</td>
<td>0.52 (0.50)</td>
</tr>
</tbody>
</table>
on well-known Bayes’ theorem, which has vast number of applications in various domains such as error detection in software industry, disease identifications in health sector, malware detection in computer security, and students’ performance classification in education, and even in sports. One of the most exciting characteristics of NB classifier is its robustness. Furthermore, this classifier requires a small number of instances of data to train to estimate the necessary parameters (Hand, 1992; Kuncheva, 2006). Hence, unlike other classifiers, NB is capable of producing accurate results with relatively smaller samples. One of the main assumptions NB uses is the conditional independence, which states that for a given class, features are independent of each other. Interestingly, fundamental model comparison research show that NB performs exceptionally well even with the violation of it assumptions (George and Langley, 1995). Another reason behind the success of this model is that NB is less prone to over-training, especially with small sample size (Hand and Yu, 2001). Literature indicates a handful of studies for the use of NB in education, and even in sports. One of the most exciting applications of NB is its use in the prediction of cricket matches. Singh et al. [38] used both linear regression and NB to predict the appropriate class of all-rounder. In another study, Singh et al. [39] use both linear regression classifier and NB to predict first innings score by considering the number of wickets fallen, venue of the match and batting team, and the current run rate. Furthermore, they use the same attributes to predict the outcome of the game by splitting the inning into five over intervals. According to their findings, NB predicts the outcome of the match with 68% accuracy using the initially first five overs and the accuracy is 91% towards the end of 45th over.

4.2. Model construction

Let \( X = (X_1, X_2, ..., X_n) \), where \( X_1 = \text{Inning’s Score} \), \( X_2 = \text{Number of centuries} \), \( X_3 = \text{Number of half-centuries} \), ..., \( X_n = \text{Batting away} \), be a \( n = 15 \)-dimensional vector of random features from a domain \( D_X \) and \((x_1, x_2, ..., x_n)\) be their corresponding instances. Let \( Y = (\text{win}, \text{lose}) \) be an unobserved random variable from domain \( D_Y = (0, 1) \). Though it is unknown, let’s assume that there is a function from \( D_X \) to \( D_Y \). Here our aim is to select the class \( Y \), that maximizes the Posterior probability, \( P(Y = y | X = x) \). Here, \( P(Y = y | X = x) \), and \( P(X = x | Y = y) \) are Prior and class-conditional probabilities. Let \( C \) be the number of classes of \( Y \). According to the Bayes’ theorem,

\[
P(Y = y | X = x) = \frac{P(Y = y, X = x)}{P(X = x)} = \frac{P(Y = y)P(X = x | Y = y)}{P(X = x)} = \frac{P(Y = y) \sum_{i=1}^{C} P(y_i, X = x)}{\sum_{i=1}^{C} P(y_i, X = x)}
\]

In practice, we are not interested about the \( P(X = x) \). Instead of estimating \( P(X = x) \), it is normalized in order to have the \( P(Y = y | X = x) = 1 \). From practical point if view, \( P(X = x | Y = y) \) is assumed to follow a Gaussian distribution, though the literature shows some exceptions. George and Langley (1995) replace the flexible Gaussian assumption with a kernel density estimation. In addition to the above Gaussian assumption, one of the main assumptions that NB uses is the Independence assumption. It assumes for a given class, the value of any given feature is independent of the value of any other feature. Therefore, due to the conditional independence, \( P(X_1 = x_1, X_2 = x_2, ..., X_n = x_n | Y = y) = \prod_{i=1}^{n} P(X = x_i | Y = y) \). Due to this assumption, the algorithm has become a simple and an easy to use algorithm. These features have made the NB classifier one of the most popular classification techniques.

4.3. Classification process

After the data collection, data were pre-processed. At this stage, all the data were converted into a format so that the analysis can be performed. All the features were checked for constancy and for missing values. Missing values were replaced with the average value of the relevant feature and the corresponding class. Next, we adhered to a feature selection algorithm, to enhance the prediction accuracy. The sole aim of
the feature selection process is to identify significant features relevant to the outcome to be predicted. As stated before, NB performs exceptionally well when the assumptions are met. In situations where there is a doubt about the violation of independence assumption, reducing the number of features can minimize the above impact. In this study, we adhered three feature selection procedures by reducing the dimension of the original 15 features. Univariate (Chi-square), Recursive Elimination, and Principle Component Analysis (PCA) were the three feature selection algorithms used. Then we randomly divided the data into two samples, training and test as illustrated by Fig. 4. After that, the NB model was trained using the training sample and. When analyzing this data, it is not realistic to base the outcome only on a single sample. The model should be trained under various circumstances, as the prime aim of the fitted model is to make a good prediction based on an unseen data-set. Standard K-fold cross validation was used in this study so that the system randomly splits the original data into K disjoint samples to train the model.

4.4. Quantifying the performance

In order to measure the accuracy predicting the winner, we use the following performance indicators that are based on the confusion matrix. Let’s introduce the following notations before defining the performance indicators. TP = Predicting the actual win as a win, FP = Predicting the actual lose as a win, FN = Predicting the actual win as a lose, and TN = Predicting the actual lose as a lose. Based on the above, we can define the classification accuracy and the error rate as the performance indicators to quantify prediction accuracy. Note that prediction accuracy is the complement of the error rate. Therefore, the perfect prediction indicates the value of the classification accuracy, 1.0 (or 100%) and error rate of 0 (or 0%). The entire algorithm is implemented using Python Anaconda 3.7.
Fig. 2. Number of half centuries for each team.

Fig. 3. Distribution of scores for winning and losing games.

Classification Accuracy = \frac{TP + TN}{TP + TN + FP + FN}

Error Rate = \frac{FP + FN}{TP + TN + FP + FN} \quad (2)

5. Results

According to the Fig. 1, Zimbabwe team has not recorded any win, while England team shows the
maximum difference between the number of wins and the number of loses. Furthermore,

Afghanistan, Bangladesh, Pakistan, Sri Lanka, West Indies and Zimbabwe teams have lost more games than that they have won. Figure 2 illustrates the distribution of the number of half centuries in an inning by each of the 12 teams. As it displays, Australian, England, Indian and New Zealand teams have done a good job as far as the distribution of scoring half-centuries in an inning is concerned. When considering the first inning score by the team who bats first, according to the figure 3 the median score to win a game is about 300. Furthermore as this figure illustrates, the median score of games teams have lost is about 230. England team has always maintained higher median winning score (above 350) in an inning than other teams, while New Zealand has been able to maintain the lowest median score of winning games (about 275) than all the teams. Afghanistan team records the lowest median score of games that a team loses, while Pakistan has become the unlikeliest team for not winning the game having maintained a median score of above 275.

When identifying the appropriate ratio of training to test sample sizes, as Table 2 indicates the 85% to 15% is the best ratio to achieve the highest (80.71%) classification accuracy. Figure 6 shows the percentage of classification accuracy and the number of features to use with univariate feature selection.

<table>
<thead>
<tr>
<th>% of Training to Testing</th>
<th>% of Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>90% : 10%</td>
<td>78.57</td>
</tr>
<tr>
<td>85% : 15%</td>
<td>80.71</td>
</tr>
<tr>
<td>80% : 20%</td>
<td>62.96</td>
</tr>
<tr>
<td>75% : 25%</td>
<td>64.71</td>
</tr>
<tr>
<td>70% : 30%</td>
<td>73.17</td>
</tr>
<tr>
<td>65% : 35%</td>
<td>74.47</td>
</tr>
<tr>
<td>60% : 40%</td>
<td>80.33</td>
</tr>
<tr>
<td>55% : 45%</td>
<td>68.85</td>
</tr>
<tr>
<td>50% : 50%</td>
<td>71.64</td>
</tr>
</tbody>
</table>
method. According to this figure, the highest ratio of accuracies is achieved when there is 6 features. When the recursive feature selection technique is considered, according to the 7 the best performance accuracy is achieved with 6 features as well. Unlike with the univariate case, none of the sample ratios do not show a clear highest rate of accuracy, though the 6 or 7 features give higher accuracies. With PCA, the highest prediction accuracy is achieved with 8 components, which is achieved with training to test samples ratio of 60%:30%. Next, based on the recommendation given by each feature selection techniques, NB was applied. In addition, the accuracy of NB was tested without applying a feature selection technique as well. Figure 9 compares the best prediction accuracy for all the discussed approaches (No feature selection, Univariate, Recursive, and PCA) and the proportion of samples that gives highest accuracy for corresponding technique. Based on this figure, univariate method performs better (85.71%) than its counterparts irrespective of the ratios of sample sizes.

6. Conclusion and discussion

In this paper we applied NB algorithm for predicting the winner of an ODI cricket game, based on the performance of the first inning of the game. With the aim of achieving higher prediction accuracy, we investigated the best combination of training and testing sample sizes to train and test the Naive Bayes model. In that direction, we also employed some feature selection techniques (univariate, recursive, and PCA techniques) to improve the accuracy of the prediction. Based on the obtained experimental outcomes, we find the highest accuracy of predicting the winning team is achieved when univariate feature selection technique is used with 85% : 15% of training to testing sample sizes. The best prediction accuracy is 85.71% (i.e, the lowest error rate is 14.29%), which is very high prediction accuracy for an ODI cricket game, considering the highly unpredictable nature of the game. In this study, though we were unable to use very large sample size, this outcomes consolidate the literature findings regarding the success of NB for relatively small sample sizes (Hand, 1992; Kuncheva, 2006). Despite the fact that NB displayed significant performance in winner prediction, it is always recommended to have a large data-set to use with machine learning algorithms. In this study, we considered only 15 variables (features) to represent the cover the aspects of the game of cricket. It would have been better to consider some additional attributes such as handedness of the batsmen and the bowler, player ranking, types of bowlers (spinner, medium fast, or fast), and whether the game was played as a day game or a day and night game, for future studies. Finally, it is always recommended to use an appropriate feature selection algorithm, not
only for the reduction of the dimension of the data, but also to minimize the impact from the violation of independent assumption.
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