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Abstract. ChatGPT has shown high performance in medical diagnosis, with various enhancement strategies proposed. However,
national-level applications remain limited. This study explores integrating a personal medical chatbot into home environments
nationwide, using knowledge from the Insieme platform, a robust electronic and mobile health system developed through an
Italian-Slovenian project. This integration provides verified medical information, online support from healthcare professionals,
and interactions with a virtual assistant powered by advanced natural language processing technologies. Detailed presentations
of the Insieme platform and HomeDoctor application introduce innovative solutions for smart city ecosystems, potentially trans-
forming national healthcare by enhancing patient care and optimizing workflows. The approach is based on deploying ChatGPT
within the information and knowledge from the Insieme platform, using word embeddings and vector databases for efficient data
retrieval and context-aware responses. This integration aims to reduce the burden on healthcare professionals, particularly in areas
with workforce shortages, by providing 24/7 accessible and accurate medical information. The national-scale chatbot integration
supports multilingual interactions, ensuring accessibility for non-native speakers, using country-specific knowledge. Prelimi-
nary studies show high user satisfaction and positive healthcare impacts, demonstrating the potential of integrating advanced AI
technologies into national healthcare infrastructures and offering a blueprint for future medical smart-city developments.
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1. Introduction

According to the WHO report “Health and Care Workforce in Europe: Time to Act,” all countries in the European
region are facing challenges due to population, health and care workforce ageing [36]. Many countries are already
facing shortages of medical workers, while on the other hand, the quality of artificial intelligence (AI) systems in
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medical fields, such as diagnosis, is improving rapidly and consistently. Even in China, between 1998 and 2016
patient visits per physician increased by 135 percent, and inpatient admissions per physician rose by 184 percent.
Similar significant increases demonstrate a dramatic rise in the workload of physicians in health institutions world-
wide, highlighting the extent of overload among medical staff [11]. AI technology generally still cannot replace
medical professionals directly, but it can help reduce their workload [36].

Besides the quality of replies, one of the key features of systems like ChatGPT is their ability to understand and
process complex queries in natural language, thus making it more intuitive for users without medical training. By
providing immediate, AI-driven responses, ChatGPT can effectively bridge the gap in primary healthcare informa-
tion. Continuing from the initial integrations of ChatGPT with medical knowledge, we delve deeper into the specific
applications and benefits of this technology by integrating national medical knowledge into GPT.

In general, the advantages of integrating LLMs into electronic health platforms are:

• Better accessibility – Patients can ask their medical questions at any time, regardless of the day or hour.
• Efficient data processing – LLMs can process data quickly and efficiently. For example, each patient has a

unique medical history. LLMs can learn and understand a patient’s medical history, including prescribed med-
ications, illnesses, and allergies. This information can be beneficial for doctors. LLMs can answer medical
questions for non-native speakers.

The disadvantages are:

• Data security – LLMs might have access to each patient’s medical records, which can be risky in the event of
potential data breaches.

• Cost of OpenAI API – If ChatGPT is used via API for a large number of patients, it can be costly for the health-
care provider. A healthcare provider using an open-source LLM requires appropriate computer infrastructure,
which also incurs costs.

In addition to integrating GPT with national medical knowledge, we explore other aspects like the use of ChatGPT
in patient education and health literacy improvement. By offering personalized, easy-to-understand explanations of
medical conditions, treatments, and health tips, the platform may play a significant role in empowering patients to
take charge of their health and providing medical information on national services. This aspect is crucial in home and
preventive medicine, where informed patients are more likely to engage in correct healthcare and health-promoting
activities and adhere to treatment plans [32].

Another aspect covered in this paper is the potential of ChatGPT in assisting healthcare professionals. The AI
can serve as a support tool for doctors and nurses, providing quick access to medical literature, drug information,
and case studies, thus enhancing the quality of care provided to patients [8]. This can be particularly beneficial
in high-pressure environments where time and resources are limited, ensuring that healthcare providers have the
information they need at their fingertips.

Finally, we present the results of preliminary studies conducted to assess the effectiveness of ChatGPT in the In-
sieme platform for a home personal doctor application, i.e., using mobile phones and home sensors connected. These
studies focus on user satisfaction, the accuracy of information provided, and the impact on healthcare outcomes [26].
The results indicate a promising future for AI in healthcare, with potential applications extending beyond the cur-
rent scope of the Insieme platform. We conclude by discussing future developments, including the integration of
more advanced AI capabilities and expanding the reach of the platform to more users and healthcare settings. This
exploration sets the stage for a new era in digital health, where AI becomes a fundamental component in delivering
patient-centred, efficient, and accessible healthcare national services.

In summary, this work investigates the possibilities of using a large language model (LLM) integrated with a
dedicated e-health platform to inform patients about healthcare-related topics that can be used in smart-city societies.
The structure of the paper is as follows: After Section 1 Introduction, Section 2 provides Background and Section 3
provides an overview of related works. A medical Insieme platform representing the basic additional knowledge
for our integrated system is described in Section 4. The major contribution of this study is presented in Section 5,
followed by Section 6, Conclusions.
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2. Background

Integrating LLMs into healthcare platforms has been explored in various ways, focusing on different aspects of
healthcare delivery and administration. One way of using generative artificial intelligence is to support the mental
health of patients. Many applications in the fields of psychology and psychiatry, such as chatbots, help patients cope
with depression, anxiety, and other mental health issues. For example, VOS: Mental Health Therapy [33] and Wysa:
Anxiety Therapy Chatbot [37] are among the many available options.

GPT-4, first introduced in March 2023 and later upgraded to Omni, represents a substantial advancement in
natural language processing and AI in general. It is particularly effective in answering questions, generating text, and
translating languages. Compared to earlier models, newer versions of GPT-4 offer improved reliability, accuracy,
and better management of user commands, such as specifying the style of generated responses. Extensive testing
[24] across various exams and knowledge tests from different fields has shown that GPT-4 often achieves results
comparable to those of humans. It also demonstrated strong performance in several medical tasks [5,7,27–29].
Despite the advantages of using ChatGPT and its high accuracy in clinical decision-making [13], it may generate
outputs that lack context, accuracy, and understanding of the nuances of medical sciences and language and might be
biased [6]. However, to the date of the paper submission, the authors have not found any national medical application
of GPT that operates 24/7 for all citizens.

3. ChatGPT in medicine

3.1. Soft skills and empathy

Our experiment began with several tests utilizing open-source AI chatbots, such as the Bot for waiting queues
and the JSI assistant, that were both developed at JSI and integrated with the Insieme platform. Unfortunately,
these chatbots did not achieve the desired level of performance. Comparisons with the default ChatGPT-4, even
without additional knowledge from the Insieme platform, did not show any significant advantages. Consequently,
we proceeded to integrate GPT-4 with the knowledge base of the Insieme platform.

The primary motivation for this project stemmed from reports indicating that when compared to human responses,
even the default version of GPT-4 generated quite elaborate answers with high quality and empathy [2], as illustrated
at the ophthalmology exam, and in question-answering as presented in Fig. 1.

Table 1 illustrates the superior performance of GPT-4 compared to other LLMs in the US Medical Licensing Ex-
amination (USMLE) [3] tests conducted in Spring 2024, as documented in the Master thesis by Dragan Gostimirović
(in Slovene language).

These results align with the findings of [2], which evaluated the performance of GPT-4 and ChatGPT in the
USMLE soft skills test, covering areas such as professionalism, communication, and ethics. The study revealed
that GPT-4 outperformed both ChatGPT and human participants, achieving a 90% accuracy rate, while ChatGPT
demonstrated a 62.5% accuracy rate.

In addition to GPT-4, several other AI applications, such as question-answering methods, have provided reason-
able medical information [35]. However, GPT-4 seems to outperform the competition, particularly in terms of its
generality and generative capabilities [5,18,19]. This superiority in generating contextually relevant and coherent
responses has solidified (a version of) GPT-4 as the foundation for our virtual assistant initiative.

AI vs human doctors [2]: ChatGPT Outperforms Physicians in Providing High-Quality, Empathetic Healthcare
Advice – SciTechDaily: This article reports on a study that compared the quality and empathy of the responses of
ChatGPT and physicians to real-world health questions. The study found that healthcare professionals preferred AI
responses to those of physicians 79 % of the time, citing higher quality and empathy. In terms of the USMLE tests,
GPT achieved over 90 % accuracy.

Comparison of GPT-3.5, GPT-4, and human user performance on a clinical decision support system – Nature
[12]: This article reports on a study that compared the performance of GPT-3.5, GPT-4, and human users on a
clinical decision support system (CDSS) that provides diagnosis and treatment recommendations for eye diseases.
The study found that GPT-4 achieved the highest accuracy and efficiency, followed by GPT-3.5 and human users.
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Fig. 1. Comparing physician and artificial intelligence chatbot responses to patient questions posted to a public social media forum. Source:
JAMA Internal Medicine, 183, April 2023.

Table 1

USMLE tests on several LLMs in Spring 2024. Source: Master thesis of Dragan Gostimirović

GPT-3.5 Bard Copilot GPT-4

74.71 56.32 87.36 90.80

The conclusion drawn from these studies suggests that we are progressing towards developing and implementing
artificial intelligence medical systems equipped with soft skills and empathy, performing at a level close to human
physicians.

3.2. Personal data processing

Convention 108, established in 1981, had a huge impact not just in Europe but globally. The Convention set
forth fundamental principles for the protection of personal data and the handling of special categories of data,
principles that have since been adopted universally. Notably, several countries outside of Europe have ratified the
Convention, highlighting its global influence [9]. The principles enshrined in Convention 108 are echoed in modern
data protection laws, such as the General Data Protection Regulation (GDPR) of the European Union.

Under the GDPR, health data is classified as a special category, which receives increased protection due to its
sensitive nature. Article 9 of the GDPR explicitly outlines the conditions under which the processing of health data
is either prohibited or allowed, ensuring that such data is handled with the utmost care. This legal framework not
only governs data handling within the EU but also imposes strict regulations on the transfer of personal data to
third countries or international organizations. These rules are designed to safeguard personal data and ensure that
its protection is not compromised once it leaves the EU’s jurisdiction [16].

While basic GPT already enables quality performance, several improvements are being introduced. In this study,
we enabled the user to inquire about data from our Insieme platform and other relevant medical documents. In this
way, the language model is separated from the knowledge base, allowing the user to communicate with the given
documents, and use only information found within the supplied documents to generate the answer, ensuring the most
relevant response for the user. With this approach, it is easy to add new sources of information and adapt the model
for specific tasks without training the existing model, which is time-consuming and computationally demanding.
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Furthermore, users can provide as much information as they wish, and all data is erased after the session ends. The
process is described in more detail below.

4. Insieme

The Insieme platform was selected for integration with GPT, with its main Web page presented in Fig. 2 and
other pages (example of cancer) in Fig. 3, and Fig. 4. The medical and medical-related knowledge in Insieme was
recently introduced in collaboration with Slovenian and Italian partners as part of the cross-border ISE-EMH project
[25]. It is equipped with a user-friendly interface that allows users to easily access helpful healthcare information
from a single website, either by manual search or by the Insieme search. Insieme is the successor to the national
Electronic and Mobile Health (eHealth) project, which involved collaboration among 15 partners. Additionally, the
platform has been influenced by insights gained from examining EU healthcare platforms, particularly those focused
on elderly care [17].

The Insieme platform is built upon three core ideas:

• Gather all medical and medical-related national and global information relevant to an average user needing
medical help.

• Provide similar information as “Dr. Google,” but only those that are intensively verified by medical experts and
concentrated on the needs and possibilities of the local population.

• The insieme information and knowledge should be human- and computer-readable.

In our informal tests, an average user of Insieme was able to find most of the relevant basic medical information
within a few minutes in approximately 90 percent of the cases, while in around 10 percent of the cases, users failed
to do so. This information includes details on applications, services, medications, and more. Informal comparisons
have also shown that, for the majority of queries, users either found significantly less relevant information in the
same amount of time or required approximately 5–10 times longer to locate most of the relevant information using

Fig. 2. The Insieme platform webpage is available at https://www.ise-emh.com.

https://www.ise-emh.com
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Fig. 3. Manual search on the Insieme platform – list of gastrointestinal cancer services.

Fig. 4. An example of core information in the Insieme platform – the esophageal cancer service.
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traditional web search engines. In the latter case, we indicated which additional information should be provided,
making these tests more about finding effective approaches rather than formal objective evaluations.

The main functionalities include several services to provide the needed information, e.g., the ability to search
using a side menu bar or search function, online human assistance (live chat with a call center or healthcare expert),
viewing health-related video content, and using a virtual assistant, which is presented as the central theme in the
remainder of the article. All this content is available to users in four languages.

As presented in Fig. 2, on the left side of the main menu is a list of fields and services offered by the Insieme
platform. This menu bar enables users to select different branches of medicine. Upon selection, it expands to show
diseases and medical conditions associated with the chosen branch, along with information services related to the
selected medical specialization. For example, by clicking on one of the medical fields, e.g. oncology, the user
is redirected to the corresponding subpage. There or a step further, essential basic information about the course
of a specific disease, symptoms, possible prevention, relevant institutions, relevant pictures and videos, relevant
Web applications, and further actions are available, as presented in Fig. 4. There are also more links to external
websites, enabling the user to acquire appropriate information and knowledge about the chosen disease. While most
of the Insieme information can be found on the Web through search engines like Google, it is not easy to find it
among hundreds of potential hits, also consisting of medically misleading information in contrast to the information
gathered in the platform, carefully evaluated by medical experts in proper contexts.

Among other functions, online human assistance is also available to users. On the entrance page, there are lists of
call centers and active doctors that can be contacted via the live Web chat integrated into the platform.

The Insieme platform offers several built-in assistants: queue assistants, IJS assistants, service search, virtual
assistants for medicine, and links to other non-integrated assistants. For example, the queue assistant allows entering
the name of the procedure or service, specifying the approximate urgency, when the chosen procedure is needed,
and the desired region in Slovenia for performing the procedure. The medical assistant answers any user questions
in the field of healthcare, providing appropriate guidelines and advice as a response.

5. Insieme-enriched HomeDoctor AI medical assistant

In this section, we present our HomeDoctor medical AI assistant, which integrates the Insieme platform with
GPT.

5.1. Background

The preexisting virtual assistants on the Insieme platform were designed to answer health-related questions in the
pre-GPT way. With the appearance of GPT-4, the existing assistants were upgraded with ChatGPT-type assistants-
or, inversely, enriched GPT-4 with the Insieme platform. From the top GPT view, this assistant possesses general
GPT-4 knowledge from the Web, as well as additional local information related to the Insieme project.

The first issue in using the top assistant is the large amount of information to be included, e.g., books and videos.
Large language models typically have a limitation on how much input they can accept [22]. Therefore, it is crucial
to provide the pre-prepared essential information to the large language model in the appropriate form. Key to this
are word embeddings and vector databases.

5.2. Word embeddings and vector databases

Embeddings provide a method to represent words, sentences, or even entire documents. Calculating these embed-
dings requires appropriate models trained on extensive datasets, capable of identifying relationships between words
by analyzing patterns within the data [15]. In this study, we utilized the text-embedding-ada-002 model offered by
OpenAI. By generating a vector for each word, one can effectively capture the meaning of the text. These word
embeddings can be represented in multidimensional spaces, where semantically similar words or sentences are po-
sitioned closely together. This allows the calculation of distances between vectors to identify semantically related
words.
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Vector databases store this information in the form of vectors, often referred to as word (vector) embeddings. This
allows indexing and searching through a huge amount of unstructured data, such as images, raw text, or sensor data.
Vector databases organize data using high-dimensional vectors, each dimension describing a specific characteristic
of the data object it represents. Vector databases differ from traditional databases that store data in tabular form
in that they return results based on similarity (traditional databases return exactly matching objects) [34]. Various
measures, such as cosine similarity, are used to measure the similarity between vectors in vector space. These
measures enable comparisons of vectors stored in the vector database and find those most similar to the user’s input
vector. They thus enable dealing with complex data and fast searching, which would otherwise cause difficulties for
traditional databases.

For example, suppose there is a document to index. The model should enable the creation of word embeddings
[23] stored in the selected vector database, and a reference to the document from which the embedding was created.
Whenever a user sends a query, the same model is used to create embeddings — to find the most similar word
embeddings in the vector database, which are linked to the original document where they were created due to the
mentioned reference. The obtained documents can then be provided to the LLM, which will be used as context for
generating a response.

5.3. Design and implementation based on LangChain

The HomeDoctor system is based on the LangChain library, which facilitates working with large language mod-
els. LLMs can efficiently perform a large number of different tasks, but it is to be expected that they will not be able
to correctly answer questions from specialized fields, such as medicine, without specialized knowledge. LangChain
enables the integration of models with knowledge of specific fields and awareness of data and conversation context.
LangChain is a powerful tool that fills the gap between language models and domain knowledge, which is also why
LangChain is increasingly used in applications that perform tasks related to natural language processing. LangChain
includes numerous modules that help in development [1]:

• LLM: enables the use of the capabilities of a specific large language model.
• Chains: the main unit, as evident from the name LangChain, which combines multiple LLM calls. An example

of this would be to first read the user’s input, then use this input to compose a new input (prompt), which is
given to the large language model, which then generates a response.

• Inputs, prompts: LangChain offers many different ways to change the input given to the language model. We
can use prompt templates, where we precisely define the form of the input.

• Document loading modules: allow conversion of various types of data (PDF documents, HTML Web pages,
image material) into text that can be processed.

• Agents: for applications where the sequence of calls is not predetermined, LangChain provides agents that can
act based on inputs, instead of having a pre-determined sequence.

In general, LangChain’s ability to integrate various data sources and formats enhances its utility across different
domains. In educational settings, LangChain can facilitate the creation of interactive learning tools that adapt to
students’ needs by understanding the context of their questions and providing tailored responses. This personalized
approach to education can significantly improve learning outcomes by addressing individual knowledge gaps and
promoting active engagement [30].

In business environments, LangChain can streamline customer service operations by automating responses to
frequently asked questions, processing complex queries, and escalating issues to human agents when necessary. By
reducing the workload on customer service representatives and ensuring that customers receive timely and accurate
information, businesses can improve customer satisfaction and operational efficiency [14].

LangChain also supports document summarization and data extraction, which are invaluable in legal and financial
services where large volumes of text need to be analyzed and interpreted. By utilizing LangChain, these industries
can enhance their data processing capabilities, ensuring that critical information is accurately captured and pre-
sented [10].

Overall, LangChain’s comprehensive suite of tools and its ability to bridge the gap between general-purpose
language models and domain-specific knowledge make it an indispensable asset for developing sophisticated NLP
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Fig. 5. Essential components of the HomeDoctor system from the LangChain perspective.

applications across various industries. As the demand for intelligent and context-aware conversational agents con-
tinues to grow, LangChain’s role in advancing the capabilities of language models will become increasingly promi-
nent [38].

By leveraging the power of LangChain, developers can create robust and versatile applications that harness the
full potential of large language models while ensuring that these models can effectively navigate and respond to the
intricacies of specialized knowledge domains [21]. This not only enhances the performance and reliability of NLP
applications but also expands the horizons of what is possible with AI-driven language processing technologies [4].

In healthcare, LangChain can be used to create conversational agents that provide reliable information by access-
ing specialized medical databases and knowledge sources. This ensures that the answers provided by the model are
accurate and up-to-date, mitigating the risk of misinformation [32]. The actual schema of the HomeDoctor system
using LangChain is presented in Fig. 5:

• Document Loader: (left up in Fig. 5, loads a PDF file) This module allows for the easy uploading and pre-
processing of various data types (e.g., PDF documents, HTML Web pages, images). The DirectoryLoader, a
component of this module, enables the storage of documents used in a common directory.

• Text Splitter: This tool divides long text parts into smaller, semantically meaningful chunks. This step is
crucial for maintaining the semantic integrity of the text while processing it.

• Embeddings: The Embedding class provides a standardized interface for generating word embeddings using
models like OpenAI’s text-embedding-ada-002. These embeddings convert text into vector representations,
enabling semantic analysis and tasks such as semantic searching.
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• Vector Database: Once the embeddings are generated, they are stored in a vector database. This database
allows for efficient indexing and searching of large amounts of unstructured data based on similarity rather
than exact matches [20].

• Chains: The core unit in LangChain, which combines multiple LLM calls. For instance, it can read the user’s
input, use it to generate a new input (prompt), and then generate a response.

• Agents: (left middle) These are used for applications where the sequence of calls is not predetermined. Agents
can act based on inputs rather than following a predetermined sequence.

• Prompts: (User input + context in Fig. 5) LangChain offers various ways to modify the input given to the
language model, such as prompt templates that precisely define the form of the input.

The first step in this development is uploading data into ‘Documents’, which are pieces of text. The Document
Loader module in the LangChain tool simplifies this task and allows for easy uploading and preprocessing of data –
DirectoryLoader enables storing all used documents in a common directory. This is followed by dividing the docu-
ments into smaller pieces – the text splitter allows for breaking long text parts into smaller, semantically meaningful
chunks [31]. This task may seem simple, but it involves some complexity. The goal is to divide the text in a way
that keeps semantically connected parts together, where ‘semantic connectivity’ depends on the type of text being
processed. Text splitters divide the text into small pieces, often based on sentence boundaries. These small pieces
are combined into larger pieces until they reach a certain size determined by a pre-defined function for measuring
the size of the piece – when a piece reaches the desired size, it becomes an independent piece of text. Then a new
piece is created with some overlap (chunk overlap) to maintain context between individual pieces.

This is followed by the generation of word embeddings, which play a key role in representing textual information.
The Embedding class in the LangChain tool serves as a standardized interface for various embedding providers,
including OpenAI. Through the generation of word embeddings, the text is converted into a vector representation,
enabling semantic analysis and tasks such as semantic searching. All this is stored in the vector database as a new
index using built-in methods enabling semantic searches over this object and retrieving documents relevant to the
user’s input. The obtained documents are then forwarded to the language model, which treats the documents as
context for generating a response.

In Fig. 6, one can see the process of responding to user questions. ChatGPT fluently answers health questions by
considering general knowledge, medical knowledge from the entire Web, and specific knowledge from the Insieme
platform. The user can fluently change language from Slovenian to English and Italian, actually generating two
versions of the English communication. All users are anonymous to prevent identification. The communication is
through the platform calling for GPT-4 enriched by the Insieme platform information and knowledge.

The replies generated by the integrated system may initially appear similar to the standard GPT-4 responses.
However, they are specifically tailored for the average local user, incorporating local information such as nearby
institutions, and ensuring greater understandability. These responses are also verified by national medical experts,
minimizing the likelihood of inaccuracies – particularly when the information is sourced directly from the Insieme
platform. Nonetheless, hallucinations can still occur in responses where GPT relies on general knowledge instead of
specific embedded knowledge sources. It is important to note that the specific knowledge sources contain only the
most commonly used information, necessitating the use of GPT for about half of the responses. In our experiments,
users often asked unusual questions.

The next phase is typically a discussion about which measures to take for prevention and cure, and where profes-
sional help can be found.

The verification and assurance of informative and appropriate responses were conducted by the authors of this
paper, along with other department members, including AI researchers and medical experts, primarily in the Slove-
nian language. The integrated ChatGPT was tested with questions covering the knowledge contained in the Insieme
platform to improve the system. Generated responses were critically evaluated, and corrections were made as nec-
essary. Ensuring the accuracy of these answers is crucial, as misleading or inaccurate information could potentially
worsen a user’s health condition. It should be noted that formal extensive evaluations have yet to be performed.

The following two question-answer examples first demonstrate a typical GPT-style reply, followed by a response
enriched with additional local information. This includes guidance on where a user with intimate health concerns
can seek further testing and which web applications to utilize for elaborating on the issue.
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Fig. 6. An example of questions and answers from the integrated ChatGPT in the multilingual platform Insieme.

The conversation (translated from Slovenian language) from Fig. 7:

User: Yesterday I fell at soccer, and now my leg hurts.
HomeDoctor: I’m sorry to hear that you fell at soccer and that your leg hurts.

To help you better, I need some additional information:

– Where exactly does your leg hurt?
– Was there swelling or bruising at the site of the fall?
– Do you have trouble moving your leg?
– Have you noticed any other symptoms such as numbness or tingling in your leg?

Please share more details about your symptoms and how bad the pain is. This will help me assess your
condition.

Another example of communication is presented here:

User: It hurts when I urinate. How can I find out if I have a sexual disease?
HomeDoctor: If you have pain when urinating, it is possible that you have a sexually transmitted disease. Here are

some steps to check this:

1. **Symptoms**: Pay attention to the following symptoms that may indicate a sexually transmitted disease:

– Itching, - Discharge, - Rash, blisters or unusual bumps, - Blood in the urine – Pain when urinating
(condensed actual output)
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Fig. 7. An example of questions and answers from the stand-alone HomeDoctor application, an enhanced version of the Insieme chatbot (con-
versation in Slovenian language).

. . . **Testing**: Sign up for STD testing. Here are useful links to login and test sites:
– [Application for testing] (https://kajisces.si/testiranje/)
– [Test sites] (https://kajisces.si/mesta/)

. . . You can also use the ASPO app, which has pictures of symptoms, for more information and help:
ASPO application (https://aspo.mf.uni-lj.si/#/)

The communication resembles a typical GPT-style response, but the second reply is enriched with links to local
testing facilities and relevant web applications, allowing the user to further explore and address the issue without
having to explain it to a human.

This communication is consistent across PCs, tablets, and mobile phones on major global platforms as HomeDoc-
tor utilizes Flutter, an open-source UI software development toolkit created by Google. Flutter is used for building
natively compiled applications for mobile (iOS, Android), Web, and desktop from a single codebase. It employs the
Dart programming language and offers a rich set of pre-designed widgets and tools to create visually appealing and
high-performance applications.

Concurrently, the design and implementation of the HomeDoctor represents an innovative approach to utilizing
GPT as a software package for integration, which consequently introduces novel challenges concerning the integra-
tion and modification of knowledge. At the same time, it is fundamentally a software application dealing with data,
adhering to the typical design-test-improve cycles.

The Insieme and HomeDoctor systems are still under development, and our evaluations thus far have been limited
to informal tests, ranging from dozens to hundreds per person. The overall feedback suggests that users perceive
the system as somewhat akin to GPT. However, when the differences are explicitly observed or demonstrated, users
readily acknowledge and appreciate the distinctions.

In terms of performance, HomeDoctor responds within a matter of seconds, akin to GPT-4, with no significant
differences in response time or performance observed. However, it is noteworthy that in recent months, there were

https://kajisces.si/testiranje/
https://kajisces.si/mesta/
https://aspo.mf.uni-lj.si/#/
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intermittent periods during which GPT-4 was non-operational, resulting in the HomeDoctor system also being
rendered inactive.

HomeDoctor is designed to operate on any common computer, tablet, or mobile phone. While a small percentage
of the population, particularly the elderly and those in rural areas, might not have access to such devices, it is
estimated that over 95 percent of the Slovenian population, as well as the broader EU population, should be able to
use HomeDoctor.

During the implementation, several challenges were encountered. One significant issue was managing the vol-
ume of information and ensuring semantic connectivity while splitting text. We addressed this by implementing
chunk overlap techniques to maintain context. Another challenge was optimizing the search efficiency in the Vector
Database, which we overcame by fine-tuning cosine similarity measures for better accuracy. Additionally, integrat-
ing the system with the Insieme platform required careful handling of medical data privacy, which was mitigated
through strict adherence to GDPR regulations and local data storage solutions, giving the users responsibility and
rendering the system not responsible. These troubleshooting steps were crucial in refining the system’s performance
and reliability.

5.4. Novelty and innovation in the Insieme platform and HomeDoctor application

The Insieme platform, along with its upgraded chatbot and the HomeDoctor application, represents a significant
advancement in digital healthcare, to scale up to a national level to serve every citizen with access to mobile devices
or computers. This initiative addresses a critical issue in Slovenia, where approximately 140,000 patients currently
lack access to a personal doctor and all citizens face long waiting times for medical services. This situation places
immense strain on an already overstretched medical workforce. By integrating generative AI, this project seeks to
alleviate the burden on healthcare professionals while providing citizens with continuous access to high-quality
medical advice. While the task might not seem scientific at first glance, its complexity lies in addressing nuanced
issues such as ensuring accurate and contextually appropriate information, managing potential AI hallucinations,
and balancing generality with local specialization. In addition, any mistake at this level is likely to be publicized
and criticized in the media. These challenges present significant obstacles that must be resolved in this and future
applications.

Key Innovations and Contributions National-level implementation: The Insieme platform’s ambition to operate
at a national level is a groundbreaking step in ensuring comprehensive healthcare access. By leveraging mobile
devices and computers, the system aims to provide equitable healthcare services across Slovenia, particularly ben-
efiting underserved populations. The recent AI progress makes this task feasible, yet far from straightforward, as
demonstrated by the absence of such applications worldwide.

Alleviating healthcare workforce strain: The shortage of medical personnel in Slovenia, compounded by the
lack of access to personal doctors for a significant portion of the population, has led to overworked and exhausted
healthcare providers. The HomeDoctor application, powered by generative AI, aims to mitigate this issue by offering
virtual consultations, automating administrative tasks, and providing decision support for healthcare professionals.
This approach helps streamline operations and reduces the workload on medical staff, ultimately enhancing patient
care and healthcare efficiency.

24/7 quality medical advice: One of the standout features of the HomeDoctor application is its ability to provide
reliable medical advice around the clock. This continuous access to medical support ensures that citizens can re-
ceive timely assistance, manage their health conditions effectively, and prevent minor issues from escalating into
serious health problems. The platform’s capability to offer geographically and medically verified information further
enhances the reliability and trustworthiness of the advice provided.

Enhanced accessibility: The application is designed to be user-friendly across various devices, including PCs,
tablets, and mobile phones, on major worldwide platforms. This accessibility is particularly beneficial for individuals
in remote areas or those with mobility challenges, reducing the need for in-person visits and making healthcare more
inclusive.

Integration of verified knowledge sources: Unlike standard GPT implementations or Google, the HomeDoctor
system integrates geographically and medically verified knowledge sources, ensuring that the information provided
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is accurate and contextually relevant. This integration significantly reduces the risk of medical misinformation and
enhances the quality of responses. In our experience, users ask all kinds of questions, even in medical sessions,
where preventing hallucinations is beyond the scope of this study.

Support for Healthcare Professionals: The system is not only a tool for patients but also a valuable resource for
healthcare professionals. By providing quick access to medical literature, drug information, and case studies, the AI
supports doctors and nurses in making informed decisions, thus improving the quality of care.

Impact on Healthcare Outcomes: Preliminary studies have indicated high user satisfaction and positive impacts on
healthcare outcomes. By facilitating virtual consultations and automating routine tasks, the HomeDoctor application
helps improve healthcare delivery efficiency and patient outcomes.

Future Expansion: The vision for the Insieme platform extends beyond Slovenia, with plans to expand to other Eu-
ropean Union (EU) countries. This expansion aims to deliver innovative healthcare solutions to a broader audience,
thereby enhancing access to medical services and fostering community engagement across the region. Moreover, the
primary goal of this study is to share experiences and insights in designing a national 24/7 AI home doctor system.

Multilingual Support: The system supports multiple languages, making it accessible to non-native speakers and
ensuring that language barriers do not impede access to local healthcare information and services. This function is
relevant, for example, for tourists.

6. Discussion and conclusion

This paper presents HomeDoctor, an innovative electronic and mobile health platform that integrates the con-
versational virtual assistant ChatGPT with added medical knowledge in the national home environment. The core
innovation lies in the delicate and premedicated combination of GPT-4o with the Insieme platform and additional
verified medical knowledge sources to provide comprehensive medical information most relevant for national use.
This integration merges global and local knowledge, including local and global e-health mobile services. Rare med-
ical cases or unrelated questions are managed by the core GPT-4o.

The prototype system demonstrates the ability to provide 24/7 online medical assistance, offering both standard
ChatGPT responses and information from a vector database accessible through the Insieme platform. The imple-
mentation was evaluated locally, proving the system’s effectiveness on common computer and mobile platforms via
Flutter. This platform supports continuous, high-quality medical advice, combining generative AI with specialized
medical knowledge.

The platform shows significant potential for further enhancements, particularly through integration with other
health information systems and sources within Slovenia. This would enable the Insieme platform to become the
most comprehensive national information source for users, providing 24/7 online quality medical information as
a home doctor, and easing the burden on overburdened medical staff. Ongoing discussions with health institutions
throughout Slovenia aim to facilitate this integration, broadening the platform’s utility and reach. The timeline
consists of the first publicly presented prototype in a couple of months, modifications according to the feedbacks,
and then adding additional functionality.

Despite its promise, the system faces several challenges. Data privacy is a critical concern, particularly regarding
sensitive personal medical data that should remain within the institution or at least within the country. One solution is
to use local language models running on home computers or at national institutions. Local models, such as Llama 2
and Llama 3, were tested but proved less effective first in the English language and additionally highlighting the
need for models trained in Slovenian. Nonetheless, the possibility of testing more advanced open-source models
remains open, especially given the advantages of local installation. This approach ensures all data remains locally
accessible, complying with legal requirements that prohibit sending formal medical data out of Slovenia without
user consent. While the system forges forgetting after the end of the session, the data are sent to global servers.
Sending data anonymously is one option. However, data privacy issues rely on users providing information at their
own will and responsibility.

The roadmap for future work first consists of enhancing the natural language processing capabilities to better
understand and respond to user queries. Next, we aim to expand the system’s database to include a broader range
of medical knowledge, which will involve continuous collaboration with healthcare professionals. Another critical
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goal is to conduct extensive user studies to gather feedback and identify areas for improvement. Additionally, we
plan to integrate advanced features such as predictive analytics for early disease detection and personalized health
recommendations. These updates will be complemented by rigorous testing to validate the system’s efficacy and
reliability.

A critical challenge with GPT-4 communication is the dependence on input quality. Incorrect user input leads to
unsatisfactory replies, a limitation also applicable to the training data. Ensuring high-quality input and contextual
understanding is essential for the system’s reliability. This issue is challenging to resolve, as most users are medically
uneducated and may provide inaccurate medical data. Providing data from local sensors from local environments
can eliminate a great part of this issue. One should note that modern mobile phones contain up to 20 sensors and
there are hundreds of applications based on them, related to HomeDoctor. These services will be added to the
HomeDoctor as another step in progress.

The primary aim of the platform is to introduce foundational ideas for modernizing the healthcare system using
mobile phones and connected sensors to create an intelligent medical environment. This approach seeks to alle-
viate the burden on healthcare professionals while providing users with an effective, constantly available source
of information based on the latest research findings. The system can serve as both a second opinion and an initial
opinion for simple health issues, offering immediate, reliable support. Designing a national system involves ad-
dressing numerous orthogonal issues, ranging from computer-related to medical, media, social, ethical, and legal
considerations.

The experiments conducted in this study confirm that generative artificial intelligence holds significant promise
for improving national healthcare systems. By enriching the system with both general and local information, the
platform can offer radical improvements in accessibility and quality of care. The insights and experiences gained
from this project will serve as a valuable foundation for future developments and implementations in digital health-
care.
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