Appendix

**Statistical methods:** The data were analysed by using a linear mixed model (LMM) with maximum likelihood estimation. LMM handles data where observations are not independent and correctly models correlated errors. The LMM, therefore, provides the flexibility to model not only the mean of a response variable, but its covariance structure as well. LMM is an extension of the general linear model, in which factors and covariates are assumed to have a linear relationship to the dependent variable to better support analysis of a continuous dependent for repeated measures: where observations are correlated rather than independent.  LMM uses maximum likelihood estimation to estimate these parameters and supports more variations and data options. It modeled individual change over time and examined the effects of covariates on group differences. Normal probability plots, residual plots and Cook’s distance were used to assess the model assumptions. Analysis of residuals was also used to detect outliers visually. Cook's distance was examined to identify influential cases. The level of significance was specified at 5%.

**Result:** No violations of the assumptions of linearity and equal variance were observed. No outliers and influential cases were detected. Mild deviations from normality were observed. But as LMM is a very strong statistical method the results were accepted as valid.
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