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Abstract. Garden landscape is the combination of nature and humanity, with high aesthetic value, ecological value and
cultural value, has become an important part of people’s life. Modern people have a higher pursuit for the spiritual food
such as garden landscape after the material life is satisfied, which brings new challenges to the construction of urban garden
landscape. As an advanced type of machine learning, deep learning applied to landscape image recognition can solve the
problem of low quality and low efficiency of manual recognition. Based on this, this paper proposes a garden landscape image
recognition algorithm based on SSD (Single Shot Multibox Detector), which realizes accurate extraction and recognition of
image features by positioning the target, and can effectively improve the quality and efficiency of landscape image recognition.
In order to test the feasibility of the algorithm proposed in this paper, experimental analysis was carried out in the CVPR
2023 landscape data set. The experimental results show that the algorithm has a high recognition accuracy for landscape
images, and has excellent performance compared with traditional image recognition algorithms.
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1. Introduction

Deep learning is a kind of neural network technol-
ogy with powerful data fitting ability and automatic
feature learning, which is the premise and foundation
of artificial intelligence. Due to the strong automatic
learning ability and feature extraction ability of deep
learning, the application of deep learning to image
recognition has become a hot research field in recent
years. Among all the image recognition tasks, land-
scape recognition has become the most complex one
due to its small inter-class differences, which has been
studied extensively by the academic circles at home
and abroad.

From the current stage, experts and scholars at
home and abroad mainly apply machine learning
methods for landscape image recognition research.
Compared with domestic academic circles, foreign
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researches on landscape image recognition are ear-
lier. Jose et al. [1] described a new statiscs-based
method to retrieve images of natural scenes, which
combined feature extraction, automatic clustering,
automatic indexing and classification techniques, and
could classify images into coast, mountain, forest and
plain with high accuracy. Sowmya et al. [2] proposed
DBN (Deep Belief Networks) according to BoW bag
of Words model by using existing feature extrac-
tion techniques, and applied SVM (Support Vector
Regression). To learn features from the output layer
of the proposed DBN structure in order to improve
the performance of the proposed scene classifica-
tion system. The color scene classification system
can classify 8 kinds of scene images, such as coast,
forest and mountain, with an average accuracy of
94.1%. Krstinic et al. [3] used CNN (Convolutional
Neural Networks) to learn the features of 12 natural
landscapes, including clouds, sunrise and sunset, sea
and sky, collected by the forest fire detection tower.
Combined with transfer learning, the average classifi-
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cation accuracy reaches 92.3%. Zhou Yunlei et al. [4]
used PCA (Principal Component Analysis) to carry
out weighted fusion extraction of various underly-
ing features of natural landscape images, and then
combined with support vector machine to complete
the classification of landscape images, and the final
classification accuracy was about 80%.

Deep learning neural networks offer several advan-
tages in recognizing landscape images [1–8]. In
terms of feature learning, deep learning models can
automatically learn hierarchical representations of
features from raw data. In the context of landscape
images, this means that the network can learn to
identify and combine simple features (such as edges,
textures) to more complex ones (objects, scenes)
without explicit feature engineering. In the case of
complex pattern recognition, landscape images often
contain intricate patterns, textures, and structures
[8–12]. Deep neural networks, especially convolu-
tional neural networks (CNNs), excel at capturing
these complex patterns, making them well-suited for
recognizing diverse landscapes. In scale invariance,
deep learning models can be designed to be invariant
to scale variations. This is beneficial for recogniz-
ing landscapes where the size of objects or scenes
may vary. Convolutional layers in CNNs, for exam-
ple, automatically handle scale invariance by using
filters that operate over local regions of the input. In
the case of transfer learning, transfer learning allows
pre-trained models on large datasets (e.g., ImageNet)
to be fine-tuned for specific tasks like landscape
recognition [13–18]. This leverages the knowledge
gained from one domain to another, even if the tar-
get domain has limited labeled data. In addition, deep
learning models have high potential of adaptability to
different lighting conditions, weather, and seasonal
changes. This adaptability is crucial for recognizing
landscapes in various environments and under differ-
ent circumstances. Turning to End-to-End Learning,
deep learning models can be trained in an end-to-end
fashion, meaning that the network learns to map input
images directly to output labels. This eliminates the
need for manual extraction of features or intermedi-
ate representations, simplifying the overall pipeline.
Moreover, landscapes can vary significantly in terms
of terrain, vegetation, and other elements. Deep learn-
ing models, especially with large and diverse training
datasets, can learn to generalize well and recog-
nize landscapes with a wide range of variations.
Furthermore, deep learning models, when appropri-
ately trained with sufficient data and computational
resources, can achieve high levels of accuracy in

image recognition tasks. This is crucial for reliable
landscape recognition, especially in applications such
as autonomous vehicles, satellite image analysis, and
environmental monitoring [19–25].

In the context of semantic understanding, deep
learning models can capture semantic relationships
within the landscape, understanding not just individ-
ual objects but also their contextual relevance. This
semantic understanding contributes to more mean-
ingful and accurate recognition of entire scenes.
When it comes to continuous improvement, deep
learning models can benefit from continuous learn-
ing and improvement. As more labeled data becomes
available, models can be retrained to further enhance
their performance in recognizing landscapes [10].

Through the collation and summary of the
literature on the application of machine learning
to landscape image recognition methods at home
and abroad, it can be seen that most scholars have
adopted various types of machine learning models
(i.e., DBN, SVM, CNN, Least absolute shrinkage
and selection operator [LASSO] and random for-
est [RF]) to carry out image recognition research on
the coast, mountains, sky, clouds and other natural
landscapes, and have achieved fruitful research
results [5–10]. But at the same time, it can be seen
that domestic and foreign experts and scholars have
used machine learning to carry out research on
landscape image recognition of natural landscape
and cultural landscape integration, and the image
recognition research in this field is still in its infancy.
The innovation of this paper lies in the establishment
of a local multi-level classification model based
on the optimization of landscape image target
detection and local feature extraction algorithm,
which realizes the accurate recognition of landscape
images.The research process of this paper is shown
in Fig. 1. Based on this, this paper uses deep learning
algorithm to systematically study the image recog-
nition algorithm of landscape architecture. The key
contributions of this paper are presented as follows:

(1) The SSD algorithm is introduced to detect the
landscape image target. Combined with the
research purpose of this paper, the training and
prediction strategies of SSD are optimized and
adjusted. On this basis, the process of land-
scape image recognition algorithm based on
SSD is developed.

(2) Gaussian distribution modeling is used to
extract the features of second-order informa-
tion in landscape images. The Stacking fusion
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Fig. 1. Research flow chart.

strategy is introduced to solve the feature
extraction problem of parallel multi-branch
structures. The application flow of the Stacking
fusion strategy in this paper is given.

(3) Combined with the above optimization of
target detection and local feature extraction
algorithm of landscape images, the overall
position-based multi-level classification model
is presented. Finally, in the CVPR 2023 land-
scape data, the accuracy of the landscape image
recognition algorithm constructed in this paper
is analyzed experimentally.

2. The target detection strategy of landscape
based on SSD algorithm

2.1. SSD algorithm

As one of the current mainstream detection box
algorithms, SSD takes VGG-16 as the reference net-
work, replaces the two fully connected layers FC6 and
FC7 of VGG-16 with 3×3 convolution Conv6 and
1×1 convolution Conv7, and modifies the pooling
layer Pool5 from 2×2 pooling to 3×3 pooling. Then
remove the Dropout layer and the full-connection
layer FC8, and add four new convolutional layers:

Conv8, Conv9, Conv10, Conv11. The basic structure
of an SSD is shown in Fig. 2.

The main idea of SSD algorithm is to use CNN to
extract image features, and carry out intensive sam-
pling at different locations of the image. Different
scales and aspect ratios can be used in sampling.
These sampling locations are called default boxes and
are used to predict the presence or absence of objects
as well as the category of objects, with object clas-
sification occurring simultaneously with regression
of the prediction boxes.The advantages of SSD are
obvious. The multi-scale feature fusion strategy is
used, and the output of multiple convolutional lay-
ers is used to participate in the prediction, which
improves the detection accuracy. The default box is
used directly for detection, and there is no process
of generating candidate regions, which improves the
detection speed. However, the disadvantage is that
the size of the default box needs to be manually set,
and the size and shape of the default box used by each
layer are different, resulting in the network debugging
process is very dependent on experience.

2.2. Training and prediction strategies

The SSD needs to input the image and the actual
mark box for each target in the image during training.
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Fig. 2. Structure of SSD.

Fig. 3. Algorithm flow chart.

In the training process, the definition of positive and
negative samples should be determined first. At this
time, the concept of Intersection over Union (IoU)
should be introduced. IoU is the overlap rate between
two rectangular boxes, that is, the ratio between the
intersection part and the union part. The larger the
IoU, the larger the overlap rate of the two boxes.
Thus, it can be considered that the two are closer.
In order to ensure that the number of positive and
negative samples is basically balanced, SSD adopts
the difficult negative sample mining strategy, that
is, the negative samples are arranged in descending
order according to the confidence error, and several
samples with the largest error are selected as difficult
negative samples to participate in the training, and
the ratio of positive and negative samples in the
training is ensured to be about 1:3. The second
important problem in training is the loss function.
The loss function of SSD is the weighted sum of
the confidence error and the position error. Among
them, the confidence error adopts cross entropy loss,
and the position error adopts Smooth L1 loss.

The prediction process of SSD is relatively simple:
For each prediction box, first determine its category
according to the principle of maximum confidence,
filter out the background class and the prediction
box whose confidence is lower than the threshold
value (usually 0.5), and then sort the remaining detec-
tion results in descending order of confidence. After
retaining several prediction boxes with the highest
confidence (usually 400), the NMS (Non-Maximum
Suppression) algorithm is used to remove the predic-

tion results with large overlap, and the last remaining
prediction box is the detection result.

In this paper, when SSD is applied to the detec-
tion of landscape targets and parts, the training and
prediction strategies are adjusted according to the
actual situation. During the training, the object in the
garden landscape is taken as the key part, and the
garden landscape target, architectural landscape and
natural landscape are sent into the network as differ-
ent categories for training. That is, by adjusting the
number of output channels of the convolutional pre-
dictor, SSD can complete the detection of original
drawing, object, architectural landscape and natural
landscape. When forecasting, the threshold value is
no longer used to filter the prediction box with low
confidence, and the prediction box with the highest
confidence for each category of target, building, and
natural landscape is selected as the detection result.
In addition to the target and location, the algorithm
also uses the original image to participate in classi-
fication and recognition. Therefore, after processing
by this module, the recognition system has a paral-
lel multi-branch structure, which is respectively the
original image, architectural landscape, and natural
landscape 4 branches.

2.3. SSD-based garden landscape image
recognition algorithm

Considering that garden landscape is a combina-
tion of nature and humanity, this paper defines the
image view of garden landscape as composed of
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humanistic architecture and natural scenery. On this
basis, three modules of target and location detec-
tion, feature extraction and classification decision
are designed by using the position-based classifica-
tion model and modularization idea. Considering that
the difficulty of garden landscape image recognition
is that there are large differences between the cat-
egories and small differences within the categories,
and the distinguishing features often exist in some
subtle local areas in the images, this paper takes object
and part detection as the first module of the recogni-
tion system, and firstly locates the foreground target
and key parts before classification and recognition.
In order to achieve accurate extraction of image fea-
tures in the subsequent modules. After the processing
of this module, the recognition system has a parallel
multi-branch structure, that is, the original image, the
target image, the building and the landscape branch.
The specific algorithm block diagram is shown in
Fig. 3.

3. Image second-order information feature
extraction based on Gaussian distribution
modeling

Considering the complex structure of garden land-
scape images, simple features are difficult to express
their information, this paper introduces the image
second-order information based on Gaussian distri-
bution modeling into the feature extraction module,
and combines it with deep learning. Using CNN
features as local features of images, Gaussian distri-
bution modeling is carried out to extract higher-order
information, so as to obtain more distinguishable
image features.

The BoVW (Bag of Visual Words) model can
obtain better classification performance than the
global descriptor through the extraction and model-
ing of image local features, which mainly includes
the steps of image local feature extraction, visual dic-
tionary training, feature coding and normalization.
However, considering that the feature space con-
structed by the BoVW model through the codebook
will bring some quantization errors in the segmenta-
tion, this paper adopts the codebook-free model based
on probability distribution modeling to conduct sta-
tistical modeling of the local features of the image
and obtain the statistical information of the features
to solve the error problem. Among the many probabil-
ity models, Gaussian distribution is the most common
probability distribution in nature, and it is also one

of the most commonly used probability models in
the field of computer vision and pattern recognition.
Its high-order properties make Gaussian distribution
have a powerful ability of information expression. Set
image local features:

X =
{

x1, x2, ..., xN |xi ∈ Rd×1
}

(1)

Then the expression of probability density is:

p(x) = |2π
∑

|− 1
2 exp

(
−1

2
(x − μ)T

∑
−1(x − μ)

)

(2)

In the formula,� is the covariance matrix, μis the
mean vector, and the �MLE (Maximum Likelihood
Estimation) formula of the pair is as follows. For the
Gaussian distribution, solving the optimization prob-
lem can obtain the estimation of the covariance� = S.
In this paper, the output of CNN is used as the local
feature, and the second-order information of CNN
and images based on Gaussian distribution modeling
is introduced into the feature extraction module.

min
�

N

2
log |�| + 1

2
tr(�−1S) (3)

Covariance matrix is a common second-order
information based on Gaussian distribution mod-
eling, and its high order property makes it play
an obvious role in the expression of image region
information. The covariance matrix describes the
association between data points by calculating the
covariance between features such as pixel intensity,
color, or texture of an image. For Gaussian dis-
tributions, the covariance matrix is a key property
because it determines the shape of the distribution.
In image processing, since the distribution of image
pixel intensity or color is often close to Gaussian
distribution, covariance matrix provides an effective
way to describe the properties of these distributions.
However, the ability of covariance descriptors con-
structed by original low-dimensional feature space to
obtain more distinguishable information is limited.
Therefore, this paper introduces RAID-G (Robust
Approximate Infinite Dimensional Gaussian), the
specific application process is as follows: First,
the covariance and mean value in the original fea-
ture Space are obtained, and the Kernel function is
used to map the original features to Reproducing
Kernel Hilbert Space (RKHS) to obtain the high-
dimensional features, and the approximation of the
high-dimensional Gaussian distribution is realized in
this space. Remember the mapping function corre-
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sponding to kernel function as φ•, then the mean
vector and sampling covariance matrix in RKHS can
be calculated by the following formula:

μ̂ = 1

N

N∑
i=1

φ(xi) (4)

Ŝ = �(X)J�(X)T (5)

where, �(X), J , IN is the identity matrix of order N.
In practical application, RAID-G can be combined
with CNN to model Gaussian distribution with
convolutional layer output as local feature.

4. Fusion of multiple classifiers based on
ensemble learning

4.1. Classification decision process

After the processing of the above modules, the
identification system has a parallel multi-branch
structure. This method has the disadvantages of high
feature dimension, difficult classifier training and
weak information expression ability. In this paper,
a decision level fusion strategy is proposed in the
classification decision module based on the idea of
ensemble learning. Firstly, all branches are trained
separately, and then the classification results of multi-
ple branches are integrated to get the final prediction.
This module focuses on two tasks, namely the selec-
tion of base classifier and the fusion strategy of
multiple classifiers. The specific diagram is shown
in Fig. 4.

4.2. Stacking based fusion strategy

The integration strategies of ensemble learning can
be divided into average method, voting method and
learning method. Because voting method will lose
some score information, which is not conducive to the

accurate judgment of the system, average method is
often insufficient or noisy in task training. Therefore,
this paper adopts learning method as fusion strategy.
Take class C classification problem as an example,
assuming that the number of base classifiers is N, the
input samples are represented by (x, y), x is the data,
y is the label, R(x) is used to represent the fusion
result of the multi-classifier system, res is the system
prediction result, the output category score of the base
classifier is: si(x), i = 1, 2, ..., N, si(x), R(x) ∈ RC×1 and
the fusion strategy of the learning method is shown
in Fig. 5.

The algorithm obtains a primary learner from the
initial training data and uses the output of the pri-
mary learner as the input of the secondary learner to
construct a training set to train the secondary learner.
Compared with the average fusion strategy, the fusion
strategy based on Stacking does not assign weights
to each classifier, but considers the interrelationships
between different categories. MLR (Multi-response
Linear Regression) is one of the best choices for the
learning algorithm of the secondary learner when the
category probability output of the primary learner
is used as the input of the secondary learner. MLR
is a linear classifier that performs linear regression
for each class separately. During training, the cor-
responding position output of the training sample
belonging to the class is set to 1, and the rest posi-
tion is 0; When testing, the category with the largest
output value is taken as the predicted result. In fact,
MLR is a neural network with no activation function
and no hidden layer, and the number of nodes in the
output layer is equal to the number of categories. The
Stacking diagram is shown in Fig. 6.

When applied to this problem, the input images
are first fed into the recognition system, and the
image features of each branch are obtained after
being processed by the target and part detection
and feature extraction modules, and then sent into
the trained corresponding base classifier respec-

Fig. 4. Diagram of classification module.
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Fig. 5. Fusion strategy of learning method.

Fig. 6. Diagram of stacking.

tively to obtain multiple groups of category scores.
The Stacking algorithm cascades the sets of scores
sequentially and serves as training samples for sec-
ondary learners. The data label of this sample is
the label of the current input sample. The above
operations are performed on all training samples
during training to obtain the training data set of
the secondary learner. MLR is used as the learning
algorithm to obtain the secondary learner. During
the test, the test samples are sent to the recogni-
tion system, the class score is obtained according
to the above steps, and the new samples are cas-
caded in the same order, and the classification
decision can be realized by sending the trained
MLR.

5. Algorithm flow

The algorithm proposed in this paper adopts a
position-based multi-level classification model and
modular design, the output of the previous module is
used as the input of the next module, which is func-
tionally related to each other and separated from each
other in training. Although the model structure can

Fig. 7. Algorithm flow.

not bring end-to-end characteristics to the algorithm,
the modular design makes the classification system
more flexible and convenient for future updating and
upgrading. The specific algorithm flow is as follows:

(1) Given the input image, it is first sent to the
target and location detection module to realize
the detection and positioning of the target and
key parts (buildings and landscapes), and the
image block of landscape garden targets and
parts is obtained. Then the recognition system
is divided into four branches: original image,
target, building and landscape.

(2) The images of each branch are sent to the fea-
ture extraction module respectively to get the
image features.

(3) The classification decision module first trains
the base classifier for different branches, and
then realizes the fusion of multiple classifiers
based on the idea of ensemble learning. After
integrating the classification information of
multiple branches, the category with the high-
est score is obtained as the classification result.

It is represented by a flow chart as Fig. 7. Dur-
ing the training phase, the SSD in the target and
position detection module, the RAID-G and MPN-
COV benchmark networks in the feature extraction
module, the base classifier in the classification and
decision module, and the secondary classifier MLR in
the Stacking fusion strategy need to be trained respec-
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tively. In the test phase, images are sent to the recog-
nition system, and classification and recognition can
be realized with only one forward propagation.

6. Experimental analysis

The experiment was carried out in the CVPR 2023
landscape data set. The samples of the database are
clear and well marked, and the data division given
by the official makes the comparison between algo-
rithms more convincing. It has become the most
commonly used standard database for fine-grained
image recognition, especially in the field of landscape
recognition. The images used for the experiment are
shown in Fig. 8. In order to carry out this experi-
ment, this paper is implemented on the CPU+GPU
heterogeneous platform, and its specific parameter
configuration is shown in Table 1.

6.1. Evaluation indicators

For image recognition system, this paper uses
recognition accuracy as an evaluation index, that is,
the ratio of the number of correct samples to the total
number of samples. For the object and part detec-
tion module, this paper uses MIoU (Intersection over
Union) as the evaluation index and the average value
of the intersection over union of all categories. The
intersection ratio is an index to measure the similar-
ity between the predicted results of the model and the
real label. It is calculated by dividing the intersection
size between the predicted results and the real label
by the size of the union.

The object and location detection module uses
SSD-300 to realize the object and location detec-
tion, and uses the annotated information given in the
database for training, and sends the garden landscape
objects, buildings and landscapes as different cate-
gories into the model to realize the detection task.
The target marking frame given by the database can
be directly used for SSD training, while the loca-
tion marking points need to be manually processed
to obtain the location marking frame.

6.2. Analysis of results

In this paper, MIoU is used as the evaluation
index of the object and part detection module. This
paper presents an SSD-based landscape image recog-
nition algorithm and a region-based Convolutional
Networks with Deformable Part-based Pose based

Table 1
Parameters of CPU+GPU heterogeneous platform

CPU
Configuration

Model number Intel�CoreTM

i7-7700@3.6GHz

Internal memory 32 GB
GPU
Configuration

Model number NVIDIA GeForce
GTX 1080Ti

Core frequency 1582MHz
Video memory frequency 11000MHz
Video memory capacity 11GB
Video memory width 352bit
CUDA Core 3,584
CUDA run version 9.0
CUDA driver version 9.0

Table 2
Experimental results of object and location detection module

Methods Pixel accuracy (%)
Goals Buildings Scenery

Part-based
R-CNN

− 68.5 78.9

Deep LAC − 74.0 96.0
Mask-CNN − 83.2 91.6
SSD 99.5 99.2 97.0

on R-CNN (Region Based convolutional Networks
with deformable Part-based pose) Prior), Deep LAC
(Deep Learning for Audio Coding) and Mask-CNN
(Masked Convolutional Neural Networks) were com-
pared and analyzed. The specific experimental results
are shown in Table 2. It can be seen from the exper-
imental results that the image recognition algorithm
constructed in this paper can obtain the highest posi-
tioning accuracy among the listed methods in both
architecture and landscape positioning, and can also
achieve good results in landscape target positioning.
The calculation formula of MIoU is:

MIoU = 1

k

k∑
i=1

P
⋂

G

P
⋃

G
(6)

In the formula, P is the predicted value, G repre-
sents the true value, and K represents the total number
of categories. The formula represents the intersection
of the predicted and true values for each category
divided by the union and then averaged.

When extracting RAID-G features, VGG-16 is
used as the reference network, the last three fully
connected layers are removed, and the output of
the last convolutional layer Conv5 3 is used as the
local feature. The full convolutional structure enables
CNN to accept any size of image input.In this paper,
the RAID-G method based on VGG-16 was used
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Fig. 8. Experimental images.

Fig. 9. Feature extraction accuracy of garden landscape images by different algorithms.

to extract the features of garden landscape images.
In order to investigate its classification performance,
this experiment used the above features to train one-
to-many SVM, and compared it with the classification
performance of its benchmark CNN model. In the
experiment, the RAID-G based classifier is trained
directly using extracted RAID-G features. Softmax
classifier based on MPN-COV takes the Softmax
layer of the network as the classifier according to
its end-to-end features. The MPN-COV based one-
to-many SVM first obtains the output feature of the
network at the MPN-COV layer, and then uses this
feature to train the classifier.The specific results are
shown in Table 3.

In order to compare the recognition accuracy
results more intuitively, the above table is converted
into a histogram, as shown in Fig. 9. It can be seen that
MPN-COV feature with end-to-end training charac-
teristics can achieve the highest recognition accuracy
on each branch, and its performance is better than
MPN-COV based on one-to-many SVM, and it is
far better than RAID-G. This shows that the image
second-order information based on Gaussian distri-

Table 3
Experimental results of feature extraction module

Methods Recognition accuracy (%)
Original
image

Target Buildings Scenery

VGG-16 76.5 78.4 79.9 71.2
RAID-G +
SVM

80.9 83.0 80.6 76.9

MPN-COV +
SVM

85.9 85.3 80.9 78.5

MPN-COV+
Softmax

87.0 85.6 80.8 79.2

bution modeling is a more distinguishable image
feature, which proves the effectiveness of the feature
extraction module.

7. Conclusion

To sum up, with the development of artificial
intelligence, deep learning is applied more and more
widely in the field of computer vision, and how to
use deep learning to recognize images has become
a research hotspot. However, landscape recognition
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is a familiar but unfamiliar research direction. In
the context of people’s pursuit of higher spiritual
satisfaction, it is of great significance to conduct
in-depth research on landscape image recognition.
This paper constructs an SSD-based landscape image
recognition algorithm, introduces Gaussian distribu-
tion to extract image higher-order features, uses the
fusion strategy of Stacking to train the classifiers, and
establishes the final algorithm flow. The experimen-
tal results show that the landscape image recognition
algorithm based on SSDS constructed in this paper
has the highest positioning accuracy and recognition
accuracy compared with traditional recognition
methods. On the whole, although this paper has
achieved certain research results, the object and part
detection module built in this paper uses the strong
supervised detection model SSD, which requires a
lot of information annotation and consumes a lot of
time and energy. In the following work, the weak
supervised positioning algorithm can be considered
to improve it, so as to reduce the dependence of the
recognition system on annotated information.
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