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Fault diagnosis of high power grid wind
turbine based on particle swarm
optimization BP neural network during
COVID-19 epidemic period

Xi Chen∗
School of Mechanical and Electrical Engineering, Zhoukou Normal University, Zhoukou, China

Abstract. During the COVID-19 pandemic, the maintenance of the wind turbine is unable to be processed due to the problem
of personnel. This paper presents two neural network models: BP neural network and LSTM neural network combined with
Particle Swarm Optimization (PSO) algorithm to realize obstacle maintenance detection for wind turbine. Aiming at the
problem of gradient vanishing existing in the traditional regression neural network, a fault diagnosis model of wind turbine
rolling bearing is proposed by using long-term and short-term memory neural network. Through the analysis of an example, it
is verified that the diagnosis results of this method are consistent with the actual fault diagnosis results of wind turbine rolling
bearing and the diagnosis accuracy is high. The results show that the proposed method can effectively diagnose the rolling
bearing of wind turbine, and the long-term and short-term memory neural network still has good fault diagnosis performance
when the difference of fault characteristics is not obvious, which shows the feasibility and effectiveness of the method.
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1. Introduction

In recent years, as a kind of green energy, wind
energy plays an increasingly important role in the
world energy structure. At the same time, wind power
related equipment has also been rapid development.
By 2020, the cumulative number of wind turbines
in China is 192981 [1, 2], and the number of new
wind turbines in 2020 is 16470 [3, 4]. The continu-
ous increase of wind power related equipment brings
a series of difficult problems to equipment mainte-
nance personnel, such as the frequent occurrence of
faults which makes the equipment maintenance cost
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gradually increase [5]. Among all kinds of faults of
wind turbine, although the number of faults of trans-
mission system is not the most, the downtime caused
by faults is the longest [6].

Generally speaking, most fault diagnosis meth-
ods adopt the method of threshold discrimination.
The main disadvantage of this method is that it is
often difficult to objectively reflect the accurate law
between faults and feature [7–11]. Artificial neural
network, fuzzy theory, support vector machine and
other intelligent diagnosis methods are applied to pro-
posed model. However, with the development of its
application, its limitations gradually appear, such as
the possibility of falling into local optimal value, slow
convergence speed of network, strong sample depen-
dence and other defects [12–14]. This method has the
advantages of gradient method and Newton method,
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so that the diagnostic accuracy of BP neural network
is significantly improved, and the convergence speed
of BP Neural Network (BPNN) is accelerated. How-
ever, this method not only improves some defects of
the algorithm, but also increases the complexity of
the algorithm.

Elman neural network is used to model bearing
fault diagnosis, and the experiment shows that the per-
formance of the proposed model is better than BPNN
[15]. The performance of two kinds of neural net-
works, BPNN and recurrent Neural Network (NN),
in fault diagnosis is fully compared, which shows
that the recursive NN has a good improvement in
convergence speed, accuracy of diagnosis results and
algorithm stability compared with BPNN. Therefore,
the recurrent NN has a good development poten-
tial in the field of fault diagnosis, but the traditional
Recurrent NN (RNN) has its own shortcomings, for
example, in the process of each feedback, some infor-
mation will be lost. When time accumulates to a
certain extent, the initial information will degenerate
and the gradient vanishing effect will appear.

Based on the consideration of the coordination and
complementarity of distributed energy and traditional
voltage control equipment, this paper establishes
multi-objective model for the cost, network loss, volt-
age offset and other indexes representing the stability
and reliability of distribution network operation, and
solves them with improved particle swarm optimiza-
tion algorithm.

In view of the outstanding performance of recur-
rent NN in fault diagnosis, as well as the problems
of traditional recurrent NN. In this paper, wavelet
packet transform, short-term memory NN and par-
ticle algorithm are introduced into fault diagnosis of
wind turbine bearing.

2. Improvement of particle swarm
optimization

2.1. Limitation and improvement of algorithm

This is mainly due to the loss of diversity in the
search space and the fact that the flight speed of
particles cannot be adjusted according to the actual
situation.

Most of the literatures [16–18] use the weight that
decreases linearly with the number of iterations, but
this kind of weight is not enough to solve the prob-
lem that particles are easy to fall into local optimum
because of the linear convergence trend [19, 20]. It

can be noted that:

ω = ωmin + (ωmax − ωmin) · e−(4k/G)2
(1)

The existence of factor λ can effectively overcome
the defect that particles cannot jump out of the local
area, and make particles converge rapidly. The posi-
tion iteration formula with contraction factor λ is as
follows:

vi(d+1) = λ(ωvid + c1r1(pid − xid ) + c2r2(pgd − xgd )) (2)

The expression of λ is:

λ = 2∣∣∣2 − ϕ −
√

ϕ2 − 4ϕ

∣∣∣ (3)

In the formula, ϕ = c1 + c2, in most literatures, ϕ ≥
4.

Neighborhood learning can make the population
keep better diversity, and the neighborhood particles
of the learning target must be the most adaptive in the
neighborhood. The improved speed iteration formula
is as follows:

vi(d+1) = ωvid + c1r1(pid − xid)+
c2r2(pgl − xgl) + c3r3(pbd − xid)

(4)

C3 is used as an acceleration factor to guide
particles to learn from the optimal particles in the
neighborhood, but the influence ability of the opti-
mal neighborhood is less than that of pid and pgd, so
c3 is lower than c1 and c2 in numerical selection.

PSO is the same as genetic algorithm, the quality
of initial value will have a direct impact on the calcu-
lation speed, and the crossover operation in genetic
algorithm can ensure the quality of initial value.
In view of this, in genetic algorithm, applying the
crossover stage of initial value selection to PSO algo-
rithm will be beneficial to ensure the superiority of
initial value of the algorithm. The following formula
can be used for cross operation:⎧⎪⎪⎨

⎪⎪⎩
v1(d+1) = v1d + v2d

‖vkl + v2d‖ ‖v1d‖

v2(d+1) = v1d + v2d

‖vkl + v2d‖ ‖v2d‖
(5)

{
x1(d+1) = rx1d + (1 − r)x2d

x2(d+1) = rx2d + (1 − r)x1d

(6)
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2.2. Objective function

The economy of power system operation is of great
significance to the benefit of enterprises and society.
The network loss will affect the power supply qual-
ity of users and make the line overheat. Although the
network loss cannot be completely eliminated, it can
be reduced to a certain extent. In addition, the reduc-
tion of network loss plays an active role in protecting
lines, reducing voltage drop and improving voltage
level. Therefore, the objective problem is described
as follows:

(1) The reasonable access of DG can improve the
network loss of the system, so as to improve the
economic operation of the distribution network. The
established system network loss index is as follows:

f1 =
N∑

i=1

M∑
j=1

Gij[Ui2 + Uj2 − 2U2
i U2

j · cos θij]

(6)
Where, Ui and Uj are the voltage values of node

i and node j respectively; Gij and θij are the con-
ductance and voltage phase angle difference between
node i and node j.

(2) Due to the access of some renewable energy, the
voltage stability of the system will be affected to a cer-
tain extent. The voltage stability index is established
as follows:

f2 =
N∑

i=1

∣∣∣∣ Ui − Uiref

Ui max − Ui min

∣∣∣∣ (7)

Where Uiref is the rated voltage of node i, Uimax
and Uimin are the maximum and minimum voltage of
node i respectively.

(3) The main cost of the active distribution network
is the coal consumption of thermal power units and
the operation and maintenance costs of capacitors and
batteries. Therefore, the economic cost target is:

f3 =
T∑

t=1

(CB + COP + CDEP + CL) +
T∑

t=0

CQ�QC (9)

In the formula, CB is the power purchase cost; COP
is the operation cost, mainly the operation and main-
tenance cost of the battery; CDEP is the depreciation

cost; CL is the loss cost;
T∑

t=0
CQ�QC is the economic

cost of capacitor switching.

Fig. 1. Algorithm flow.

In this paper, voltage offset and cost can be set as
the optimization objectives:

min f (x) = (f1, f2, f3) (10)

The algorithm flow is shown in Fig. 1.

3. BPNN

3.1. BPNN

The main idea of BP neural network algorithm is
to divide the learning process of neural network into
two stages: signal forward calculation and error back
propagation. That is to say, for each sample data, it
needs many forward calculation and back propaga-
tion to get the appropriate neural network model to fit
the nonlinear relationship between input and output
in the sample.

The neural network uses the existing data to find
the weight relationship between input and output
(approximate). Such a weight relation can be used
for simulation, such as inputting a group of data to
simulate the output results. At this time, the input is in
the same category as the data set used in training. For
example, weather forecast: temperature, humidity, air
pressure, etc. are used as input and weather conditions
are used as output. The neural network is trained by
using the input-output relationship of history. Then
the neural network is used to input the temperature,
humidity and pressure of today to get the weather sit-
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uation. Similarly, when applied to automated testing,
test data can be used to reflect the trend of the results,
the number of bugs, and quality problems, etc., which
can also be predicted in advance.

Among many ANN models, BP (back propagation)
network is more suitable for nonlinear fault prediction
of complex mechanical equipment, and make a big
difference in fault prediction of equipment or system.

Suppose an arbitrary network with L-layer and N
nodes, given s samples (xk, dk) (k = 1, 2,. . . ,S), the
input sum of the j-th neuron in the L-th layer of the
network is Il

jk, the output is Ol
jk, the weight connec-

tion between the i-th neuron in the L-1 layer and the
j-th neuron in the L-th layer is Wij, then:

Il
jk =

n1∑
i=1

WijO
l−1
jk (11)

Ol
jk = f (Il

jk) (12)

In back propagation, the sum of the error square of
the expected output dk and the actual output yk of the
network is defined as the objective function, that is:

Ek = 1

2

m∑
j=1

(djk − yjk)2 (13)

The total error of s samples is defined as:

E = 1

2S

S∑
k=1

Ek (14)

The learning problem of the network is equiva-
lent to the unconstrained optimization problem. By
adjusting the weight W, the total error E is minimized,
and the weight changes along the negative gradient
direction of the error function, namely:

Wij(t + 1) = Wij(t) − η
∂E

∂W
(15)

Where, t is the number of iterations; η is the step
size.

Because the algorithm used in BPNN is based on
the gradient descent of function, the algorithm is
essentially a single point search algorithm and does
not have the ability of global search. Therefore, there
are some shortcomings in the learning process.

PSO (PSO) is a computational method, which can
improve the optimization of candidate schemes by
iteration. It obtains a group of candidate solutions
according to the mathematical formula through the
position and velocity of particles, and moves these

particles in the search space to solve the problem.
The motion of each particle is not only affected by its
local optimal position, but also guided by the global
optimal solution.

For each learning sample, the forward calculation
process is to transfer the sample input signal from the
input layer to the hidden layer of the neural network
to calculate, and get the output of each node in the
hidden layer. According to the transport theory, the
actual output of the output layer is obtained by the out-
put of each node in the hidden layer. Then the error
function values of the actual output and the corre-
sponding target output are calculated. When the error
function value meets the required accuracy, the learn-
ing is stopped, that is to say, a suitable neural network
model has been constructed for the current learning
sample set. When the error function value does not
meet the accuracy, it needs to enter the error back-
propagation process. In other words, gradient descent
method is used to adjust the connection weight and
threshold value of BP neural network according to
the error function value, and the forward calculation is
conducted again according to the adjusted connection
weight and threshold value until the error function
value meets the accuracy.

By making full use of the global search charac-
teristics of PSO algorithm, the initial weight matrix
and deviation vector are obtained, and then the final
NN structure is obtained by BP training algorithm.
The basic process of the optimization algorithm is as
follows:

(1) BPNN is constructed, network parameters are
set, network weights and bias are initialized.

(2) Set PSO parameters, including: particle num-
ber, maximum number of iterations allowed,
fitness error limit, inertia weight, learning fac-
tor, etc.

(3) Initializes the speed and position of all parti-
cles.

(4) If the historical optimum of the particle is
better than the global optimum, the historical
optimum of the particle is used instead of the
global optimum.

(5) Update the speed and position of each particle
according to formula (6), (7), (8).

(6) Check whether the particle speed and posi-
tion are beyond the set range. If out of range,
the boundary value is used as the velocity and
position of the particles.

(7) If the number of iterations reaches the given
maximum number or the minimum error, stop
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the iteration, output the weight and offset, oth-
erwise go to (4).

(8) The NN is trained with (7) output weight and
bias.

3.2. Long short memory NN for diagnosis

RNN model, with its higher nonlinear ability,
higher accuracy and convergence speed, has shown
strong vitality in the fault diagnosis of rotating
machinery, and is very suitable for processing the
sequence data with time information. However, the
traditional RNN will lose some information in the
process of error feedback every time. Therefore,
the traditional RNN has lost the ability of long-
term memory, the long-term and long-term memory
(LSTM) NN solves the problem of gradient disap-
pearance by introducing memory elements.

The network structure of LSTM is similar to that
of ordinary recurrent NN, and it is also composed
of three layers: input layer, hidden layer and output
layer. The structure of the LSTM memory module is
shown in Fig. 2. Through the control gate, LSTM can
control the disturbance degree of new information
to the saved information of neurons, so that LSTM
model can save and transfer information for a long
time. Among them, G (T), s (T) represent input and
output elements respectively, m represent memory
elements, I (T), O (T), f (T) represent input, output
control gates and forgetting control gates respectively
and their calculation methods. From Fig. 2, it can
be seen that the three control gates have an impact
on the memory of LSTM by connecting to the three
multiplication units respectively, so as to control the
reading, writing and forgetting operations of memory
units. If the input length of the model is t and the input
sequence is x, at time t, the state of the j-th memory
module of the L-th layer can be expressed by the
following formula:

gl
j(t) = tanh(Wxgl

j
xl(t) + Whgh

l(t − 1) + bgl
j
)

(16)

ilj(t) = sigm(Wxil
j
xl(t) + Whxh

l(t − 1) + bil
j
) (17)

f l
j(t) = sigm(Wxf l

j
xl(t) + Whf hl(t − 1) + bf l

j
)

(18)

Ml
j(t) = f l

j(t)(Ml
j(t − 1) + ilj(t)gl

j(t)) (19)

Fig. 2. Structure diagram of LSTM memory module.

Ol
j(t) = sigm(WxOl

j
xl(t) + WhOl

j
hl(t − 1) + bOl

j
)

(20)

hl
j(t) = Ol

j(t) tanh(Ml
j(t)) (21)

In the training process, the error back propaga-
tion algorithm is used to train the recurrent NN in
this paper. The training objective function is to min-
imize the negative logarithm loss function as shown
in Equation 22.

l(t) = − log(P(Y (t))) (22)

The loss function shows the classification perfor-
mance of the algorithm. In each training, when l(T)
does not change any more, the learning rate will be
reduced appropriately. After the LSTM NN in this
paper is trained, the test data will be used to test it.

4. Experience and result

4.1. LSTM NN test

The composition of the LSTM NN used in this
case is shown in Fig. 3, which contains two hidden
layers, each layer contains 200 LSTM memory mod-
ules. The input of the model is the eigenvector of an
8-D wind turbine bearing fault in Section 2. The out-
put of the first hidden layer is the input of the second
hidden layer. The output layer is composed of four
softmax multi classification units, corresponding to
a 4-bit fault code. The meaning of the output unit is
shown in Table 1. They give the probability that the
failure of wind turbine rolling bearing belongs to a
certain class C at time t, and the calculation method
is as follows:
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Fig. 3. LSTM NN structure.

Table 1
Meaning of output unit

Significance Output Output Output Output
unit C1 unit C2 unit C3 unit C4

Rolling body spalling 1 0 0 0
Inner ring peeling 0 1 0 0
Outer ring peeling 0 0 1 0
Normal 0 0 0 1

P(Y = c)(t) = eWch2(t) + bc

4∑
k=1

eWkh2(t)+bk

(23)

In order to verify the effectiveness of this method,
the rolling bearing vibration signals of 4 wind tur-
bines of the same type in a wind farm in North China
are selected as sample data, which can be divided
into two parts: training data and test data. The energy
characteristics of each frequency band are obtained
to form the eigenvector of the sample. Among them,
the length of training data is 24576, and the length of
test data is 8192.

The trained LSTM NN is used to process four
groups of data to be tested, and the fault diagnosis
results are shown in Table 2.

4.2. PSO optimized NN algorithm

In particular, some wind farms in China are located
in mountainous or hilly areas, and the airflow is dis-
torted by the terrain, which makes the wind turbines

work under complex alternating load for a long time.
Due to the uncertainty of wind power, the speed of
wind turbine is constantly changing. The internal
structure of the gearbox is complex. Vibration sig-
nal usually has amplitude modulation and frequency
modulation. These components are superimposed
and coupled with each other, which makes the spatial
distribution of the signal disordered. The characteris-
tics make the analysis of wind turbine vibration signal
more complex.

Information entropy is a measure of the overall
average uncertainty of the whole signal source. The
smaller the information entropy is, the more certain
the information is, the less disordered the information
is, and vice versa. The common information entropy
includes power spectrum entropy, wavelet entropy
and singular spectrum entropy.

When the gear fails, the vibration energy will
change greatly. Kurtosis coefficient and skewness
coefficient reflect the impact energy, which are the
common indexes for gear fault diagnosis.

For nonlinear systems, the fractal dimension
describes the dissipative energy of the system, which
can reflect the irregularity and instability of vibration
signals. The larger the fractal dimension is, the greater
the dissipation energy is, and the smaller the frac-
tal dimension is, the smaller the dissipation energy
is. Fractal dimension includes correlation dimension,
box dimension and energy dimension.

Considering the uncertainty, nonstationarity and
complexity of wind turbine is selected as the eigen-
values of wind turbine gearbox fault diagnosis.
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Table 2
Diagnostic results

Data value Output results Loss function value Diagnostic results Actual results

First set of test data 0.996316 0.001471 0.001197 0.001003 4.7 × 10–6 Rolling body spalling Rolling body spalling

Second set of test data 0.001949 0.995261 0.001558 0.001235 7.81 × 1;10–6 Inner ring peeling Inner ring peeling

Third set of test data 0.001975 0.002176 0.994750 0.001335 9.8 × 1;10–6 Outer ring peeling Outer ring peeling

The fourth group of test data 0.000809 0.001119 0.000923 0.997260 2.08 × 1;10–6 Normal Normal

Table 3
Training sample of eigenvalue for gearbox fault of wind turbinet

Gear mode Power spectral Wavelet Kurtosis Skewness Correlation Box Target
entropy entropy dimension dimension vector

Normal state 1.1958 0.9016 0.0906 1.6256 4.9068 1.5113 000
Wear condition 1.4296 0.7984 –0.2827 1.4188 4.9117 1.5026 010
Broken teeth state 2.5655 1.8211 4.7560 2.1916 9.3745 1.5144 001

Table 4
Wind turbine gearbox fault eigenvalue test sample

Gear mode Power spectral Wavelet Kurtosis Skewness Correlation Box
entropy entropy dimension dimension

Normal state 0.9531 0.6396 –0.3855 1.5126 4.8237 1.4663
Wear condition 1.4396 1.2948 –0.7156 1.4132 5.5511 1.4936
Broken teeth state 2.2020 1.9137 2.4511 2.0148 8.9638 1.5128

Taking 1.5 MW wind turbine of a wind farm as
the research object, the vibration speed signal is col-
lected. The sampling frequency is 5120 Hz, and there
are 8192 sampling points. The data is denoised by
wavelet transform. Some training samples are shown
in Table 3.

Since the three-layer BPNN with a hidden layer can
complete any function mapping from n-dimension to
m-dimension, a three-layer BP network structure is
established in this paper.

According to the characteristic value and the num-
ber of fault types of gearbox, the number of input
nodes, hidden layer nodes and output layer nodes of
BPNN are 6, 13 and 3 respectively. Tansig is a tangent
function of Singmoid type, and logsig is a logarith-
mic function of Sigmoid type. Trainlm is used as the
training function. The training times of the network
is 1000, the learning efficiency is 0.1, and the error
of the training target is 0.001.

The acceleration constant C1 = C2 = 2, and the
maximum speed vmax = 1.

The inertia weight W in the speed update formula
of PSO determines the influence degree of particle’s
previous velocity on the current velocity, so as to bal-

ance the data fusion in the two algorithms. The inertia
weight adjustment formula is as follows:

w(i) = w(i − 1) − wmax − wmin

imax − 1
× i (23)

Where, I – the current iteration; Imax – the max-
imum number of iterations. The maximum value
of inertia weight wmax = 1, the minimum value
wmin = 0.2.

After the establishment and training of the net-
work, test the network. Some test samples are shown
in Table 4.

After three groups of test data are processed by
trained NN, the first group of data can be judged as
normal state, the second group of data as worn state,
and the third group of data as broken teeth state. Some
output fault diagnosis results are shown in Table 5.
Therefore, the PSO combined with NN algorithm are
used.

5. Conclusions

In this paper, PSO algorithm is used to combine
PSO with BPNN. PSO algorithm has good global
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Table 5
State identification results

Gear mode Number Y1 Y2 Y3

Normal state 1 0.0000 0.0258 0.0147
Wear condition 2 0.0168 0.9369 0.0000
Broken teeth state 3 0.0000 0.0000 1.1000

search ability, can optimize the weight and deviation
of BP network, reduce the risk of BPNN algorithm
falling into local optimal solution, improve the train-
ing efficiency of NN and accelerate the convergence
speed of network. Wavelet packet transform is used
to process the vibration data of wind turbine rolling
bearing, and the fault characteristics of wind turbine
rolling bearing are effectively extracted. A fault diag-
nosis model of wind turbine rolling bearing based on
wavelet packet transform and long-term memory NN
is established. By inputting the fault feature vector
extracted from wavelet packet transform into long
and short time memory NN, the accurate diagnosis
of three kinds of multi faults of wind turbine rolling
bearing is realized. Through the analysis of an exam-
ple, it is verified that the diagnosis results of this
method are consistent with the actual fault diagnosis
results of wind turbine rolling bearing, and the diag-
nosis accuracy is high, which shows the effectiveness
of the method. The operation condition of wind tur-
bine is complex. With the large-scale wind turbine,
its structure is more and more complex. Therefore,
the effective maintenance of wind turbine becomes
more and more important. This method brings great
changes to the intelligent fault diagnosis of wind tur-
bine drive shaft system.
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