
Journal of High Speed Networks 28 (2022) 97–106 97
DOI 10.3233/JHS-220682
IOS Press

A traffic flow forecasting method based on
the GA-SVR

Aiyun Zhan a, Fei Du b, Zhaozheng Chen c, Guanxiang Yin b, Meng Wang b and Yuejin Zhang b,∗
a School of Electrical and Automation Engineering, East China Jiaotong University, Nanchang, China
b School of Information Engineering, East China Jiaotong University, Nanchang, China
c Jiangxi Communications Investment Group., Ltd, Nanchang, China

Received 10 June 2020

Accepted 6 January 2021

Abstract. This paper uses support vector regression (SVR) to predict short-term traffic flow, and studies the feasibility of SVR in short-term
traffic flow prediction. The short-time traffic flow has many influencing factors, which are characterized by nonlinearity, randomness and
periodicity. Therefore, SVR algorithm has advantages in dealing with such problems. In order to improve the prediction accuracy of the SVR,
this paper uses genetic algorithm (GA) to optimize the SVR and other parameters to obtain the global optimal solution. The optimal parameters
are used to construct the SVR prediction model. This paper selects the traffic flow data of the Jiangxi Provincial Transportation Department
database to verify the feasibility and effectiveness of the proposed model.
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1. Introduction

With the increasing number of cars, the problem of traffic congestion is becoming more and more serious. Traffic
congestion not only delays people’s travel, but also reduces the efficiency of economic development and wastes
many resources [17]. In order to solve the problem of traffic congestion, Intelligent Transport System (ITS) has
gradually attracted more and more people’s attention, and traffic flow prediction is the core function of ITS [8].
Traffic flow prediction is an important bridge to build intelligent traffic system, and also an important basis for
traffic management departments to effectively manage traffic congestion and other problems [18].

At present, traffic flow prediction methods are mainly divided into two categories: mathematical statistics
method and intelligent prediction method [3]. The statistical theoretical models used by many scholars mainly
include Historical Average Model, Kalman Filter model and Autoregressive Integrated Moving Average model
(ARIMA) [10]. Due to the non-linear and stochastic characteristics of traffic flow, the mathematical statistics
method is only applicable to the prediction of a single object point, and the prediction accuracy cannot meet the ac-
tual needs [2]. In order to better capture the characteristics of traffic flow data, some intelligent prediction methods
are widely used in the short-term traffic flow prediction [12].

Based on the above research, the mathematical statistical prediction method rep-resented by regression analysis
and time series cannot deal with the sudden and random situations of traffic flow prediction [5]. Although the
artificial neural network has a strong nonlinear fitting characteristic, it is easy to fall into local optimization and
output instability [9]. Different from artificial neural network, SVR can obtain the global optimal solution and map
the nonlinear regression problem to the linear regression problem by applying kernel function [11]. GA is a global
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optimization search algorithm that borrows from natural selection and genetic theory in the process of biological
evolution [13]. It has the characteristics of group search and intrinsic heuristic random search, and is not easy to
fall into local optimization, so it is very suitable for large-scale parallel computing [6]. Based on this, GA and SVR
are combined to give full play to the advantages of the two, the key parameters in the SVR model are obtained
by using the characteristics of GA optimization, and then the traffic flow prediction model is established to obtain
accurate results.

2. Prediction model construction

2.1. SVR

Support Vector Machine (SVM) itself is proposed for binary classification problems [14], and SVR is an im-
portant branch of SVM. When SVM is applied to regression fitting analysis, its basic idea is no longer to find an
optimal classification surface to separate the two types of samples, but to find an optimal classification surface to
minimize the error of all training samples from the optimal classification surface [16].

SVR models are used to model large-scale nonlinear data in high dimensional space. Given the training set
T = [(x1, y1), (x2, y2), . . . (xn, yn)], where xi(x ∈ Rd) is the input column vector of the ith training sample and
xi = [x1

i , x2
i , . . . , xd

i ]T , yi ∈ R is the corresponding output value. The linear regression function established in the
high latitude feature space is:

y = f (x) = ωT φ(x) + b; i = 1, 2, . . . , n (1)

Where, φ(x) is the nonlinear mapping function, and ω(ω ∈ Rnh) and b(b ∈ R) are the setting parameters of the
SVR model. These two parameters can be minimized through the following function:

RSVR = 1

N

N∑
i=1

�
(
yi,W

T ϕ(xi) + b
)

(2)

Where �(yi, f (xi)) can be given by the following function:

�
(
yi, f (xi)

) =
{

|f (x) − y| − ε, |f (x) − y| � ε

0, else
(3)

Define the linear γ insensitive loss function:

L
(
f (x), y, γ

) =
{

0, |y − f (x)| � γ

|y − f (x)| − γ, |y − f (x)| > γ
(4)

Where, f (x) is the predicted value returned by the regression function; y is the corresponding true value. If the
difference between f (x) and y is less than or equal to γ , the loss is equal to 0; if the difference between f (x) and
y is greater than γ , the loss is equal to |y − f (x)| − γ . According to the principle of risk minimization, relaxation
factors ξ1 and ξ2 are introduced, and the above problem of finding ω and b is described in mathematical language,
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and the SVR problem is translated into:

min
1

2
‖ω‖2 + C

1∑
i=1

(
ξi, ξ

∗
i

)

s.t.

⎧⎪⎨
⎪⎩

yi − (ωT xi + b) < ε + ξi

(ωT xi + b) − yi < ε + ξ∗
i

ξi,ξ
∗
i � 0

(5)

Where, C is the penalty factor. The larger C is, the greater the punishment for the samples whose training error
is greater than γ is γ specifies the error requirements of the regression function, and the smaller γ is, the smaller
the error of the regression function is. In order to improve the generalization ability, the ε pipeline needs to be
expanded. This minimizes the likelihood that the unknown point will exceed the region. However, when the training
set is nonlinear, the generalization performance of the obtained regression function is very poor even after the
optimization is completed. Therefore, by introducing the kernel function K(xi, xj ) and Lagrange multiplier α and
α∗, the low-dimensional nonlinear problem is transformed into a high-dimensional linear problem, and finally the
regression problem is transformed into the following optimization problem:

max =
{

− 1
2

∑l
i,j=1(αi − α∗

i )(αj − α∗
j )K(xi • xj )

− ∑l
i=1 αi(ε − yi) − ∑l

i=1 α∗
i (ε + yi)

s.t.

{∑l
i=1(αi − α∗

j ) = 0

0 � αi, α
∗
i � C (i = 1, 2, . . . , l)

(6)

Among them, the K(xi, xj ) = φ(xi)φ(xj ) as the kernel function. Therefore, we can get the optimal nonlinear
regression function:

f (x) =
l∑

i=1

(
αi − α∗

i

)
K(xi · x) + b (7)

Generally, the radial basis function is selected as the kernel function, which is expressed as:

K(xi, xj ) = exp

(
−‖xi − xj‖2

2σ 2

)
(8)

2.2. GA

GA is a randomized search method that borrows from the evolutionary law of biology (survival of the fittest,
genetic mechanism of survival of the fittest). Professor J. Halolland first proposed it in 1975 in the United States [1].
GA have been widely used in combinatorial optimization, machine learning, signal processing, adaptive control
and artificial life [7]. Only the fittest chromosomes in the population have the chance to interact (reproduce or
mate) and create a second population. The mating process uses three different techniques:

• Cloning: a parent chromosome is copied exactly to the next generation, 50% of the new population is gener-
ated by Cloning.

• Crossover: two parents exchange a part of their chromosome at one or more randomly selected breakpoints to
create two new children, 47% of the new population is generated by Crossover.

• Creation: a completely new chromosome is generated randomly, 3% of the new population is generated by
Creation.
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2.3. Optimization of SVR parameters by GA

GA is a search heuristic algorithm for solving optimization problems [15]. With scalability as its main feature,
this algorithm can be combined with other algorithms to form a high-quality hybrid algorithm combining the
advantages of both sides [19]. Based on the defects of SVR prediction method itself, GA is used to carry out
optimization, which can effectively optimize the threshold and weight under its initialization state, and can better
carry out actual training and prediction for SVR [4]. The key parameter of RBF kernel function is ε, namely the
width of the kernel, which controls the radial range of the function. The penalty parameter C plays a balancing
role between mod-el complexity and training error. The larger the C value is, the greater the penalty for the data
beyond the loss function is, which affects the generalization ability of the model. The embedded dimension E

and time delay τ determine the quality of the samples, so it has a great impact on the accuracy of the prediction
model. At present, there is no definite theory to guide the parameter selection of regression machine. The basic
idea of genetic algorithm for SVR parameter optimization is to introduce the principle of biological evolution into
the coding serial population formed by the optimization parameter (C, σ , E, τ ). Iterate the individuals through the
Cloning, Crossover and Creation in the inheritance according to the selected fitness function until the termination
condition is satisfied, to achieve the purpose of intelligent optimization. The realization process of SVR prediction
model optimization by genetic algorithm is as follows:

(1) Define the necessary data. Including training data set, appropriate features, the number of SVR input and
output, the size of GA population, termination conditions and GA parameter (population size, crossover
probability, mutation probability, etc.) settings.

(2) Standardized traffic data. Select 90% of the traffic data as the training data set, and the remaining 20% of the
traffic data as the test data set.

(3) Set GA parameters and encode SVR parameters. Chromosomes are expressed in the form of {x1, x2, x3, x4},
where x1, x2, x3 and x4 represent C, σ , E and τ .Respectively, and are encoded in real numbers, that is, each
chromosome Represented by a string of real numbers.

(4) Calculate the fitness of each individual. At the same time, appropriate criteria need to be introduced to rank
the individuals in the population. In this paper, Mean Absolute Percentage Error (MAPE) is selected as the
fitness function:

MAPE% = 1

N

Nes∑
i=1

σi (9)

σi% = |yi − yi |
yi

× 100, i = 1, 2, . . . , Nes (10)

(5) Determine whether the iteration conditions are met. If not satisfied, clone, crossover and creation operations
are performed. The clone operation uses the roulette method to screen the population with a high fitness value
into the next generation. The fitness value of the individual Xi is f (Xi), and the probability of being selected
as the next generation is:

P(Xi) = N × f (Xi)∑N
j=1 f (Xi)

(11)

The crossover operation uses a linear combination to crossover two chromosomes with a certain probability
p(p ∈ [0, 1]), namely:

{
X1 = pX1 + (1 − p)X2

X2 = (1 − p)X1 + pX2
(12)
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Fig. 1. GA-SVR traffic flow forecasting method flow chart.

(6) The fitness value of each generation was calculated, the survival of the fittest was eliminated, and the offspring
were obtained through cloning, crossover and creation after determining the parent individuals. The optimal
individual was selected from the sub generation and the optimal combination of four parameters (C, σ , E, τ )
was determined after decoding.

(7) Construct the SVR prediction model and substitute the parameters obtained by genetic algorithm optimization
into the SVR prediction model for simulation prediction.

The specific flow chart is shown in Fig. 1.

3. Experiment and result analysis

3.1. Data sources

This article uses traffic flow data provided by the Jiangxi Provincial Transportation Department. As shown
in Fig. 2, traffic flow data follows certain stability and regularity, so weekends and working days have different
characteristics. In order to fully utilize the regularity of the collected data, the data used in this experiment does
not include weekend Traffic flow. In this paper, the data of 50 consecutive working days on the S46 and G76
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Fig. 2. Weekday traffic flow: (a) on S46 expressway; (b) on G76 expressway.

Expressways in Jiangxi Province are selected as experimental data, the data of the previous 40 working days are
used as training data, and the data of the last 10 working days are used as test data.

3.2. Error analysis and comparison

To better explain the prediction accuracy of this optimization model, this paper introduces three error evaluation
indexes, namely Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and MAPE, to evaluate the
prediction effect of the prediction model. MAE, RMSE and MAPE are calculated as follows:

MAE = 1

N

N∑
i=1

|Pi − Fi | (13)

RMSE =
√√√√ 1

N

N∑
i=1

(Pi − Fi)2 (14)

In these formulas, Pi represents the predicted traffic flow value of the observation point, Fi represents the corre-
sponding true traffic flow value, and N is the number of predicted values. The smaller the values of MAE, RMSE
and MAPE, the better the prediction effect of the model.

3.3. Simulation analysis

In this paper, the GA-SVR was used as the prediction model. The parameters of the model are set as follows:
the value range of the penalty factor is [0,100], the value range of the RBF kernel function parameter is [0,1000],
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Fig. 3. The fitting effect of GA-SVR model on training set.

and the value range of the embedding dimension is [11,17], the value range of time delay is [11,17]. The maxi-
mum evolutionary number of genetic algorithm is 100, the maximum number of population is 20, the crossover
probability is 0.47, the creation probability is 0.03, and the cross-validation parameter is set to 5. The comparison
between the predicted traffic flow result of this model and the real value of S46 Expressway on December 27, 2018
is shown in Fig. 3.

As can be seen from the figure, this model has a good fitting performance for the training set.
In order to verify the prediction performance of the model proposed in this paper and observe the prediction

effect of the model more intuitively, the un-optimized SVR and three classical prediction models with good test
performance model are selected as the benchmark comparison models. The three classical models are R-CNN, BP
Neural Network and ARIMA. MAE, RMSE, and MAPE were used as evaluation indicators. Figure 4 shows the
prediction results of this model and the un-optimized SVR model on S46 and G76 Expressways. Compared with
the real value, although both models can reflect the variation trend of traffic flow, it is obvious that this model
is closer to the real value, and the un-optimized SVR model has poor adaptability to the rapid change of traffic
flow. Figure 5 shows the comparison of the predicted results between this model and the three classical models.
As can be seen from the figure, the model proposed in this paper is the closest to the real value, and R-CNN and
BP based on deep learning also perform well. However, when there are relatively large fluctuations in traffic flow
data, R-CNN and BP are prone to fall into the local optimal, and ARIMA model performs the worst.

Figure 6 shows the comparison of MAE, RMSE and MAPE indexes among different models. As can be seen
from the figure, the prediction error of the model proposed in this paper on the 10 test data sets is smaller than that
of other models, showing performance advantages. The smaller the value of the three indicators, the more accurate
the prediction results. Figure 6 shows that GA-SVR prediction model has better MAE, RMSE and MAPE than R-
CNN, BP neural network and un-optimized SVR, with better prediction accuracy, among which the un-optimized
SVR has the worst performance.

4. Conclusion

SVR has powerful nonlinear fitting characteristics of artificial intelligence algorithm and overcomes the short-
coming of unstable output results. It has excellent characteristics when dealing with complex nonlinear laws in the
case of small samples, but it is difficult to determine the parameter values in practical applications. By combining
GA and SVR, using the optimized parameters of SVR forecasting model is established and the actual traffic flow
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Fig. 4. Comparison of model prediction results with SVR: (a) on S46 expressway; (a) on G76 expressway.

Fig. 5. Comparison of model prediction results classical models: (a) on S46 expressway; (b) on G76 expressway.
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Fig. 6. Performance evaluation: (a) MAE; (b) PMSE; (c) MAPE.

data to verify, results show that the prediction model is proposed in this paper can effectively improve short-term
traffic flow prediction accuracy. Compared with R-CNN, the BP Neural Network and ARIMA, error evaluation
indexes MAE, RMSE and MAPE values were significantly decreased, the prediction results to reduce the pressure
on urban traffic has very important significance.
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