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Extraction of multimodal features from depth and RGB images
for recognising hand gestures
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Abstract. In this study, we propose a multimodal feature based framework for recognising hand gestures from RGB and
depth images. In addition to the features from the RGB image, the depth image features are explored into constructing
the discriminative feature labels of various gestures. Depth maps having powerful source of information, increases the
performance level of various computer vision problems. A newly refined Gradient-Local Binary Pattern (G-LBP) is applied
to extract the features from depth images and histogram of gradients (HOG) features are extracted from RGB images. The
components from both RGB and depth channels, are concatenated to form a multimodal feature vector. In the final process,
classification is performed using K-Nearest Neighbour and multi-class Support Vector Machines. The designed system is
invariant to scale, rotation and illumination. The newly developed feature combination method is helpful to achieve superior
recognition rates for future innovations.

Keywords: Human-computer interaction, feature extraction, local binary pattern, Histogram of Gradients, support vector
machine, K-Nearest Neighbour classifier, hand gesture recognition

1. INTRODUCTION

In the fast growing world of electronics, gesture based technology is an inevitable subject of discus-
sion. The flexibility of hand gives more convenience in expressing inner thoughts and give a way to
interaction with the external environment. Efficient and accurate recognition of gesture becomes the
subject of challenge as well as a matter of theoretical interest. Hand gestures are congenial in the
interaction with computers more realistically. It is used in virtual reality and computer games (Wachs
et al., 2011), automobiles and smart devices. Traditional hand gesture recognition systems detect
and segment hands based on the approaches including employing colour gloves (Wang and Popović,
2009), and skin colour detection (Bretzner et al., 2002; Argyros and Lourakis, 2004, 2006; Lee et al.,
2007; Lee and Hollerer, 2009), both of them have merits and demerits. Another type of hand gesture
recognition systems recognise and segment hands using marker-aided methods (Wang and Popović,
2009; Ren et al., 2011). However, these approaches are inconvenient compared with touch less vision
based solutions. The issue with regard to gesture interaction is how to create hand gesture knowledge
recognised by computers accurately. The multimodal gesture recognition is needed to cater the needs
of customers.

However, research efforts continue to cross such limitations. Recent introduction of compact multi-
modal sensors like the Microsoft Kinect has led the capturing of human movements. Microsoft Kinect
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a depth camera, in this regard is a highly successful opening for real world visual applications. Depth
camera usage is vital attempt in object recognition problem, a basic issue in computer vision and
robotics. The success of visual recognition ever since have been limited to particular cases, such as
faces and handwritten digits. The ultra-move in computer vision is large-scale recognition (hundreds
of thousands of categories, as in ImageNet (Deng et al., 2009)). For real-world object recognition
process, studies have shown that it is beneficial to robustly detect hundreds of household objects (Lai
et al., 2011). Kinect has already been utilized to recognize human poses from depth images (Shotton
et al., 2011). It is due to the abundant supply of raw and metadata streams by the device, besides the
traditional planar RGB video (Kinect, 2016). The progressive improvements like this accelerated the
efforts in the field of multimodal gesture interfaces in real-life applications. In this work, we are using
RGB and depth images from the Microsoft Kinect sensor to identify the hand gestures.

Numerous methods detect gestures using machine-learning techniques from extracted features of
depth data. Zhao et al. introduced interest point based approach to extract features from RGB and
depth maps to perform human activity recognition (Zhao et al., 2012). Marin et al. proposed a hand
gesture recognition system based on features extracted from leap motion data and depth maps and
classified using multiclass support vector machine (Marin et al., 2014). In this work, we improved the
method of Kumar Pisharady and Saerbeck (2015); Ullah et al. (2010) to categorize the hand gestures
on RGB images and depth maps rather than using only RGB image. Accordingly, appearance or shape
features from colour and depth channels are captured and integrated to form one feature vector for
each hand gesture. There are two reasons to combine depth information to the RGB features: firstly,
the RGB data can be strictly impacted by the variation of lighting condition, alongside with the vari-
ation of subjects clothing and viewing angle both may influence the recognition results. Compared
with depth data, RGB data contains more intrinsic information for gesture representation. And sec-
ondly, because of both physical bodies and movements are presenting as four dimensions in the real
world, there will be a loss of depth information. Human activities involve not only spatial-temporal
axes but also the depth axis, that are constraints of the 3D scenes and activities which can be directly
transposed into image/video contents. Therefore, it becomes inevitable to concentrate on colour and
depth data for hand gesture recognition.

Our approach performs the hand gesture recognition in four steps: The First is the manual marking
of the interest region in the image. After that, HOG features are extracted from the colour image. The
second is to extract the features from depth maps to produce the discriminative feature vector using
proposed gradient local binary pattern. The third is the integration of feature vectors from RGB and
depth channels, which concatenates all the descriptors extracted from each image into a single de-
scriptor. And finally, in the fourth, we use K-Nearest Neighbour and supervised learning like Support
Vector Machine (SVM) for classification of the different gestures.

The paper is organized in the following way: Section 2 gives the related works in the area of mul-
timodal feature based gesture recognition and its inference. Section 3 introduces the general archi-
tecture and explains the process of feature extraction from depth and RGB images from Kinect data.
Also describes the classification algorithm. Experimental results are in Section 4 and finally Section 5
draws the conclusion.

2. RELATED WORKS

Presently, numerous different techniques are employed in the field of hand gesture recognition and
they are surveyed recently in Kumar Pisharady and Saerbeck (2015). These techniques are cate-
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gorised into five. They are Bag of features/SVM approaches (Ullah et al., 2010), Skelton based ap-
proaches (Bogdan Ionescu et al., 2005; De Smedt et al., 2016), texture based approaches (Yang et al.,
2016) and multimodal feature based approaches (Marin et al., 2014; Sung et al., 2012). This sec-
tion mostly concentrates the recent works related to hand gesture recognition using RGB and depth
data.

The emergence of Microsoft Kinect devices, depth based gesture recognition has been applauded
much due to its wider acceptance from the computer vision community (Uddin and Sarkar, 2014;
Sung et al., 2012; Kumar Pisharady and Saerbeck, 2015; Ullah et al., 2010). Sung et al. proposed a
hierarchical Maximum Entropy Markov Model (MEMM), in which a person’s activity is composed
of a group of sub-activities and the two-layered graph structure is inferred by using a dynamic pro-
gramming method (Sung et al., 2012). The BoFs/SVM techniques are extensively used in activity
recognition process because of its effectiveness and easiness (Ullah et al., 2010). Ni et al. suggested
a Depth-Layered Multi-Channel STIPs (DLMC-STIPs) framework (Ni et al., 2011), in which STIPs
were divided into multiple depth layered channels and resulting STIPs pooling correspondingly within
different depth layers. In the end, it gives multiple depth channel histogram representation. Concur-
rently, Ni et al. introduced a 3D Motion History Images (3D-MHI) using depth information in the
same paper. Eigen et al. attempted to estimate depth using multi-scale CNNs (Eigen et al., 2014). It
regresses on the depth using CNN with two components: one evaluates the global appearance of the
scene while the other one refines the structure using local features. Marin et al. introduced a hand
gesture recognition network that takes the data from leap motion sensor and Microsoft Kinect. An
ad-hoc feature set based on the positions and orientation of the fingertips is computed and fed into a
multi-class SVM classifier in order to recognize gestures (Marin et al., 2014).

The recent popularity of depth based hand gesture recognition is the result of discriminative nature
of person independent features and the surveys on hand gestures are detailed in paper Suarez and
Murphy (2012). The paper deals with depth-based hand gesture recognition systems, hand position
and gesture, recognition methods established and used, the applicability of these techniques and the
impacts of the low-cost Kinect and OpenNI software libraries in the concerned area. In 2016, Wu
et al. introduced a multimodal hand gesture segmentation and recognition system based on the deep
neural networks. A semi-supervised hierarchical dynamic architecture based on a Hidden Markov
Model (HMM) is applied for simultaneous gesture segmentation and recognition that utilizes fea-
tures from skeleton joints, depth and RGB images (Wu et al., 2016). Roccetti et al. (2012) introduced
a set of algorithms designed for gesture based interfaces for public spaces. They created the game
called Tortellino X-Perience to test and implement the design. Gao et al. (2017) developed a static
hand gesture recognition system using parallel CNNs for space robot interactions. Zhu et al. devel-
oped 3-D convolution and convolutional long-short term memory (LSTM) based multimodal gesture
recognition system for human-robot interactions (Zhu et al., 2017). The method first learns short-term
spatiotemporal features of gestures through the 3-D convolutional neural network, and then learns
long-term spatiotemporal features by convolutional LSTM networks based on the extracted short-
term spatiotemporal features.

In 2018, Junokas et al. came up with a multimodal learning approach through personalised gesture
recognition that uses multimodal analytics enabling students to define their physical interactions with
computer-assisted learning environments (Junokas et al., 2018). The method uses real time learning
analytics and takes three different modes of data such as skeleton positions, kinematic features and
internal modal parameters. Even though model gives good results, but the sample size was fairly small
and not very diverse.
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In 2018, Zhang et al. proposed a new system for recognizing hand gestures based on a combined
RGB and depth cameras to improve the fine-grained action descriptors as well as preserve the ability
to perform general action recognition (Zhang et al., 2018). The system utilized two interconnected
3D convolutional neural networks to extract the spatio-temporal features from depth and RGB images
and detected with Support Vector Machine. Duan et al. introduced a spatial-temporal network archi-
tecture based on consensus-voting has been proposed to explicitly model the long-term structure of
the video sequence and to reduce estimation variance when confronted with comprehensive inter-class
variations (Duan et al., 2018). In addition, a three-dimensional depth-saliency convolutional network
is aggregated in parallel to capture subtle motion characteristics. Wei et al build a multi-stream con-
volutional neural network to improve the accuracy of gesture recognition by learning the correlation
between individual muscles and specific gestures with a “divide-and-conquer” strategy (Wei et al.,
2019). Cardenas and Chavez integrated multimodal features from Kinect sensor to recognize hand
gestures (Escobedo Cardenas and Camara Chavez, 2020). The system extract features from RGB_D
data by taking the advantages of convolutional neural networks and histogram of cumulative magni-
tudes. Deng created a model parameter learning during training to avoid overfilling of gesture labels
in the hand gesture recognition process (Deng, 2020). This method is effective to preserve the key
information in a small scale and reduce the information loss.

The major constraints from the literature are

• The vital issue performing gesture recognition is in dealing with the matching of position and
angular pose.

• The problem of accuracy and efficiency in fingertips shape motion feature extraction should be
addressed.

• Limitation of Person dependent descriptors exists.

The solution to the above constraints are the use of depth maps and RGB images (multimodal inputs)
to extract the powerful discriminative features. A newly refined descriptor called gradient local binary
pattern is utilised to extract the features from depth images, that will help to extract fingertip shape
features. HOG features extracted from RGB image to preserve the local appearance features. These
extracted feature histograms concatenated together to form the final feature histogram. The main
novelties and contributions in this work are

• Framework that incorporates multimodal features from depth and colour images.
• Using Gradient – LBP, we can develop the person independent descriptor.
• Using depth and RGB data, we are able to capture the shape and micro scale movements of finger-

tips. That helps to address the problem of accuracy in fingertips shape and motion feature extraction.

3. PROPOSED SYSTEM OVERVIEW

The two challenges in the area of hand gesture recognition problems are hand detection which is to
detect hand robustly and how to express the features effectively to accurate recognition of gestures.
Here we are concentrating on the second stage to extract features productively for getting successful
recognition. To gather more discriminative features, we have the colour image data as well as depth
maps. Depth images can accumulate inter-object variations and exclude intra-object variations. It is
essential for understanding scenes. Figure 1 represents the framework of gesture recognition system
with RGB and depth images.
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In the design, there are two channels, colour channel and depth channel. From the colour image the
HOG features were extracted after manually selecting the hand region. The same process is repeated
for depth image with the proposed Gradient Local Binary Pattern (GLBP). The features from two
channels concatenated together to form the feature vector of the image. The KNN and SVM classifier
is used to identify the gestures.

Fig. 1. Proposed framework for gesture recognition system.

3.1. Gradient – LBP features from depth image

In order to improve the drawbacks of traditional gradient and texture based approaches (Yang et al.,
2016; Klaser et al., 2008), a newly refined GLBP method is introduced for extracting features from
depth maps. In this method of feature extraction, original 256 local binary patterns (LBP) from 16 ×
16 image patch are reduced to 56 patterns (Zhao and Pietikainen, 2007). These 56 patterns called
uniform patterns are used for creating a 56-bin histogram. The gradient value of each pixel is put as
the weight that is always same in LBP based features to computing the values in 56 bins for histogram
calculation. In our work, the window size is fixed. The computation of GLBP feature is parallel, that
make it easy for hardware realisation. These interesting aspects make GLBP feature possible for real-
time hand gesture detection. The flow of GLBP feature extraction is shown in Fig. 2.

After the feature extraction, we get 190 × 395 dimensional feature vector for each depth image.
There are mainly four steps to calculate features using Gradient-LBP. In the first step, from input
image of sample 640 × 480, manually select the region of interest 200 × 420. The image is divided
into blocks of size 16 × 16. We get 395 blocks in this level. The stride between two neighbouring
blocks is 8.
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Fig. 2. Flow of GLBP feature extraction.

In the second step, we evaluate the gradient value for each pixel in one block and also find GLBP
table position value (width and angle value). The flow of extraction of features in pixel level is shown
in Fig. 3.

Here the original pixel value and its eight neighbouring pixels are read first. Calculate the eight bit
binary code by comparing the centre pixel value with values of eight neighbouring pixels one by
one. The binary value is ‘0’ for the pixel when the centre pixel is greater and ‘1’ when the value of
neighbouring pixel is bigger. Then we get one pattern from 28 = 256 pattern for each pixel. Then
we put the same value to the neighbour pixel together to obtain several ‘1’ area and ‘0’ area. The ‘0’
area and ‘1’ area appear only once in pattern, that pattern is called as uniform pattern. The binary
pattern ‘00111000’ is an example of a uniform pattern. Patterns like ‘00000000’ and ‘01110101’ are
non-uniform patterns. From the uniform pattern checking, 56 patterns are identified from total of 256
patterns as uniform patterns. We determine the binary pattern of the pixel if it is uniform. Otherwise,
we neglect that pixel and evaluate for the next pixel.

After find out the pixel with uniform pattern, we determine the angle value and width value for the
particular pixel. Width value is the number of ‘1’s in the binary code of that pixel. Eight direction
codes with 0 to 7 are assigned in the direction of eight neighbouring pixels. The direction code of the
centre pixel in ‘1’ area of its binary code is taken as the angle value. If the width value is an even
number, then we put the angle value at the smaller value of these two direction values except the
middle direction of ‘1’ area is between direction ‘7’ and direction ‘0’. In this case, we kept the angle
value at ‘7’. After that, we evaluate the gradient value by the value of original pixel and the values of
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Fig. 3. Pixel level feature extraction process using GLBP method.

Fig. 4. Feature extraction using gradient technique.

its 4 neighbour pixels by the following formula in Fig. 4.

dx = I (x + 1, y) − I (x − 1, y) (1)

dy = I (x, y + 1) − I (x, y − 1) (2)

m(x, y) =
√

dx2 + dy2 (3)

Finally, width value and angle value from earlier step are used for mapping the position of bin in GLBP
Table. Then we write the gradient value from second step into this bin of the GLBP Table. Last, we
get a 56-dimensional vector by GLBP table. Only the value of one element in this 56-dimensional
vector is non-zero. The values of other 55 elements are zero.
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In third step, we evaluate the 56 bins histogram by adding the 56-dimensional vectors from 16 × 16
pixels by second step in each block. After getting 56 bin histogram for each block, normalization has
been done on 56 values in the histogram. The types of normalization methods used here are:

L1 Normalisation : ν = ν

‖ν‖1 + C
(4)

L2 Normalisation : ν = ν

‖ν‖2
2 + C2

(5)

In the experiments, we set C to ‘0’. We trained the classifier with three scenarios, 1.no Normaliza-
tion 2. L1 normalization 3. L2 normalization. After L1 normalization, the sum of 56 elements is ‘1’
in each block. After L2 normalization, the sum of squares of 56 elements is ‘1’ in each block. The
experiment is done in Section 4.3 to find the best normalization type for GLBP method.

In final step, we get a 190 × 395 = 76050 bins histogram by put 395 blocks together. The final 76050
dimensional vector from this 76050 bin histogram is the final Gradient LBP.

3.2. HOG features from RGB image

Histogram of Gradients (HOG) is a widely accepted feature extraction method that is mostly used in
computer vision applications for object detection. HOG concentrates on the shape or appearance of
the object. This feature evaluates the occurrences of gradient orientation of the localised parts of an
image. From the required image we have selected the required portions of 256 × 256 pixels manually.
Before taking gradients we are dividing the image into 16 × 16 patches. Each block spitting into 4
cells of size 8 × 8. For each cell, gradient information is evaluated for all 64 pixels using equation
(1)–(3) and (6).

θ(x, y) = tan−1(dy/dx) (6)

For every pixel in a cell, we utilize θ(x, y) to select the histogram and m(x, y) for weight to voting in
the histogram. The area from 0 to 2 is divided into 9 histograms. We can get a 9-dimensional vector
for each cell after the voting. The total length for HOG feature vector is 9 ∗ 4 ∗ 105.

3.3. Weighted combination of gradient – LBP and HOG features

Since the contribution of our proposed descriptor for depth images and HOG feature for grayscale
images is unbalanced, a weighted combination scheme is applied to concatenate the feature vectors,
as grayscale images are more discriminative than depth images. The method is then evaluated with
individual and combined feature vectors to analyse the behaviour of the approach on different sources
of RGB and Depth data. Support Vector Machines is chosen to perform the classification task con-
sidering its higher performance in gesture classification as has been proven in Klaser et al. (2008).
More specifically, the classification is first performed separately for grayscale and depth images using
SVM, resulting the probabilities of classes belonging to each hand gesture. For the combination of
feature vectors, a weighting strategy is introduced.

fcom = {ωg.fGLBP,ωd.fHOG} (7)



S.S. Suni and K. Gopakumar / Recognizing hand gestures from RGB-D images 9

ωg and ωd are the weighting factor for the grayscale and depth information respectively, they are the
free parameters and could be adjusted according to the contribution of each part to the final decision.
In our experimentation, we use ωg = 1 and ωd = 2 to use these parameters as the resulting accuracy
returned by SVM when using each source of information (grayscale or depth) separately for training
and validating.

3.4. Recognizing hand gestures

3.4.1. KNN classifier

The independent and concatenated feature vectors generated from depth and RGB images in the fea-
ture extraction stage is used to train the classifiers to evaluate the performance of the system. KNN
classifier is selected here, because it is capable of handling training data that are too large to fit in
memory is required. Training was done in the system for different values of k such as 3 and 5. The
draw votes in recognition process can be eliminated by selecting odd values of k. ‘Leave one group
out’ cross validation scheme is used.

3.4.2. Support vector machine classifier

The aim of this phase was to build a SVM classifier on the extracted feature vector of all the data
samples. SVM is supervised learning classifier that separates the data samples of classes by computing
a maximum-margin boundary between them. The system was trained using feature vectors of images
from selected database with different kernel functions: linear, quadratic, polynomial and radial basis
function. A support vector classifier was chosen since it has been successfully applied in various object
detection and texture classification tasks in computer vision (Suni and Gopakumar, 2020). SVM with
four kernels is trained with different training samples of hand gestures from selected database. From
the observation, SVM with radial basis function (RBF) kernel performs better than others. Hence
SVM with RBF kernel is used in testing phase. For evaluation ‘leave one group out’ cross- validation
scheme is used.

4. EXPERIMENTS AND EVALUATION

4.1. Experiments

Two public datasets are used to evaluate the proposed framework. The Microsoft Kinect hand gesture
Dataset of American Sign Language (Marin et al., 2014) is used for experimentation, having colour
and depth images. The depth images have the resolution of 640 × 680 pixels, with a frame rate of
ranging from 6 to 60. The dataset contains 10 different gestures performed by 14 different people. The
person performs the same gesture in 10 different ways. The dataset helps to find out the promising
discriminative descriptor to train the classifiers for efficient detection. The sample colour and depth
images of gestures are shown in Fig. 5.

The Cornell Activity Dataset (CAD-60) (Sung et al., 2012) comprises RGB-D sequence of different
human activities at a frame rate of 15 fps. The dataset consists of RGB, depth, and skeleton data, with
15 joints. Four different persons: two males and two females, one of which is left-handed perform
12 activities in five different environments such as bathroom, bedroom, kitchen, living room and
office. The activities are talking on the phone, rinsing mouth, brushing teeth, wearing contact lens,
drinking water, opening pill container, cooking-chopping, cooking-stirring, talking on couch, relaxing
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Fig. 5. Sample colour and depth images of hand gesture dataset.

on couch, writing on whiteboard, and working on computer. The sample colour and depth images of
activities are shown in Fig. 6.

Fig. 6. Sample colour and depth images of CAD-60.

4.2. Settings

All experiments are conducted using Matlab 2014a on a standard i5 2.7 GHz computer with 8.00GB
RAM. The colour and depth images are divided into 16 × 16 blocks. The HOG and Gradient-LBP
are extracted for each block from RGB and depth images and then concatenated to form a spatially
enhanced feature for evaluation. The individual features and combination of feature descriptors are
experimented to obtain the in-depth evaluations and performance on classifiers.
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4.3. Evaluation

The first set of experiments is done with hand gesture dataset of ASL. We use 14 capture sessions, and
1400 image and depth samples belonging to 10 static gesture categories for evaluating the proposed
approach. In our experiments, in order to reduce the dimensions of HOG feature from RGB images we
have selected hand region of resolution 256 × 256 pixels. Histogram analysis is performed to identify
the variation between different gestures and effectiveness of the features. Figure 7 shows the different
gestures and its histogram. From the observation, we can see that histograms are very discriminative
in nature for each gesture.

Fig. 7. (a), (b) and (c) are the samples of RGB images and (d), (e) and (f) are the corresponding histograms.

From the depth image select the interest region of 200 × 420 pixels and extract the Gradient LBP.
After GLBP we get 76050 dimensional feature vector. The experiments are conducted for HOG fea-
tures from RGB image, GLBP features from depth image and multimodal features from both RGB
and depth image. Moreover, we use a multi-class support vector machine and KNN for classification
and a leave-one out strategy is used to evaluate the generalization capability of the proposed approach.
The performance of the proposed system is evaluated on the basis following statistical indices, includ-
ing classification accuracy, sensitivity and specificity considering to each image. The parameters are
defined as follows.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (8)

Sensitivity = TP/(TP + FN) (9)

Specificity = TN/(TN + FP) (10)

False discovery rate = FP/(FP + TP) (11)

Negative predictive value = TN/(TN + FN) (12)

F1 Score = 2TP/(2TP + FP + FN) (13)
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where TP, TN, FP, and FN are true positives, true negatives, false positives and false negatives respec-
tively.

In GLBP method of feature extraction, the gradient values are used in histogram voting as weights.
The voting approach provides the big difference between each block in the image as well as the same
block position in two images. Thus normalization technique enhances the values of block when the
values are small in the block and reduces the values of block when the values are big in the block.
For evaluation, we trained three linear SVM detectors and observed the effects of normalization.
Figure 8 shows the results of detectors for different normalization types. From the observation, we
can write L2 Normalization > L1 Normalization > No normalization. The experiments reveal that
the L2 normalization is the best suit for gradient–LBP.

Fig. 8. Detector performance of GLBP with different normalization.

Table 1 reports performance of the proposed multimodal features in terms of accuracy with KNN
classifier in different values of K = 3 and K = 5. KNN classifier with k = 3 gives the accuracy of
81.3% and k = 5 gives 88.6%. Since, we are getting more accuracy in KNN classifier with K = 5,
the experiment is further carried out for both in individual and multimodal features for macro analysis
(Fig. 9). From the figure, it can be observed that the multimodal features from depth and colour image
gives better accuracy than the individual features from both images. The algorithm gets slower when
the number of predictors increases. The average execution time is 8.7 miniutes, which is not suitable
for real time applications.

Even if we use multimodal features from grayscale and depth images, the classifier limits the perfor-
mance of the system. So finding out the good classifier increases the detection rate of the system. We
trained four SVM detectors with different kernel functions such as linear, polynomial, sigmoid and
radial basis. The training results of these detectors are shown in Table 2 and the time consumption
result is shown in Fig. 10.

The detector performance gives the inference that polynomial ≈ Sigmoid > Radial basis function >

Linear. We get the time consumption result as Sigmoid > polynomial ≈ RBF > linear.
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Table 1

Recognition accuracy comparison with KNN classifier for K = 3 and K = 5

Gesture Types Accuracy (K = 3) Accuracy (K = 5)
Testing Training Testing Training

G1 0.831 0.823 0.878 0.861
G2 o.834 0.831 0.881 0.878
G3 0.821 0.810 0.901 0.892
G4 0.828 0.828 0.897 0.881
G5 0.803 0.798 0.897 0.893
G6 0.813 0.802 0.891 0.887
G7 0.826 0.813 0.898 0.891
G8 0.815 0.803 0.901 0.897
G9 0.823 0.815 0.896 0.878
G10 0.815 0.809 0.898 0.898

Average accuracy 0.821 0.813 0.894 0.886

Fig. 9. Recognition accuracy of hand gestures using KNN classifier with K = 5.

Table 2

Performance of different kernels with multimodal features from depth and RGB channel on hand gesture dataset

Gesture Types SVM–Sigmoid SVM–Polynomial SVM–RBF SVM–Linear
G1 0.986 0.993 0.976 0.913
G2 0.979 0.993 0.969 0.921
G3 1.00 0.979 0.971 0.913
G4 0.979 0.993 0.966 0.921
G5 0.986 0.986 0.969 0.938
G6 0.979 0.979 0.971 0.921
G7 0.986 1.00 0.963 0.913
G8 0.986 0.971 0.961 0.938
G9 0.979 0.986 0.956 0.921
G10 0.986 0.979 0.963 0.913

Average Accuracy 0.992 0.986 0.966 0.921
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Fig. 10. Detection time of different kernels.

From the results of accuracy and time consumption, we came to conclusion that the SVM with poly-
nomial kernel is suitable for our framework.

Confusion matrix is also used as evaluation measure for a classification problem. Table 3 shows the
confusion matrix produced for multimodal feature based framework with multiclass support vector
machine with polynomial kernel.

Table 3

Confusion matrix for multimodal feature based framework with SVM on hand gesture dataset

Actual Predicted
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

G1 139 0 0 0 1 0 0 0 0 0
G2 0 139 1 0 0 0 0 0 0 0
G3 0 1 137 0 0 0 0 2 0 0
G4 0 0 0 139 0 0 0 0 1 0
G5 1 1 0 0 138 0 0 0 0 0
G6 0 0 0 0 0 137 0 0 3 0
G7 0 0 0 0 0 0 140 0 0 0
G8 0 0 2 0 0 0 0 136 0 2
G9 0 0 0 0 0 0 1 0 138 1
G10 2 0 1 0 0 0 0 0 0 137

Figure 11 shows the performance curve of the multimodal feature based framework with multiclass
support vector machine.

In order to reveal the discriminating capability gained by combining RGB and depth image features,
we try to evaluate the performance of the individual features and multimodal features. We compare
three of them and shown in the Fig. 12. From that, it can observe that RGB-HOG performs better than
depth – GLBP. But when we combine the depth – GLBP and RGB HOG features, which gives better
performance than the others with average accuracy of 98.6%.

From Table 4, it is evident that the accuracy of the proposed method on the chosen dataset comes out
to be 98.6%. The NPV and specificity record higher values, whereas the FDR is quite low. In this
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Fig. 11. ROC curve for multimodal feature based framework on hand gesture dataset.

Fig. 12. Recognition rates of hand gestures from individual features and their combination.

Table 4

Performance metrics

Metric Value
Precision 98.8%
Accuracy 98.6%
Sensitivity 98.6%
Specificity 99.8%
Negative Predictive Value 99.9%
False Discovery Rate 1.2%
F1 Score 98.7%
Response time 0.21 minutes
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case, we look for interpretations with minimal false positives. Hence, we are more concerned about
higher sensitivity.

The second set of experiments is done on Cornell activity dataset CAD-60 to test performance of pro-
posed algorithm on dynamic actions and cluttered backgrounds. For the qualitative results, we extract
the features from RGB and depth images and then use them to recognize the activities with SVM
(polynomial kernel). Experiments are performed to identify the activities with individual features
from depth and RGB image in order to visualise the contribution of each features. From the confusion
matrix (Table 5), we can see that two activities such as writing on white board and wearing contact
lens in CAD60 dataset have achieved the highest accuracy of 100%. Moreover, in various scenarios
the talking action was predicted as a drinking action and vice versa due to similarity of activities. The
average accuracy of recognizing activities achieved 96.2%.

Table 5

Confusion matrix on CAD-60 dataset irrespective of different environments

Talking
on the
phone

Writing
on

white-
board

Drinking
water

Rinsing
mouth
with

water

Brushing
teeth

Wearing
contact
lenses

Talking
on

couch

Relaxing
on couch

Cooking
(chop-
ping)

Cooking
(stir-
ring)

Opening
pill con-
tainer

Working
on com-

puter

Talking on the
phone

0.93 0.00 0.06 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00

Writing on
whiteboard

0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Drinking water 0.06 0.00 0.94 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Rinsing mouth
with water

0.00 0.00 0.00 0.97 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.00

Brushing teeth 0.00 0.00 0.00 0.02 0.96 0.00 0.01 0.01 0.00 0.00 0.00 0.00

Wearing
contact
lenses

0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00

Talking on
couch

0.01 0.00 0.00 0.00 0.00 0.00 0.96 0.03 0.00 0.00 0.00 0.00

Relaxing on
couch

0.01 0.00 0.00 0.00 0.00 0.00 0.04 0.95 0.00 0.00 0.00 0.00

Cooking
(chopping)

0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.93 0.06 0.00 0.00

Cooking
(stirring)

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.94 0.00 0.00

Opening pill
container

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.98 0.00

Working on
computer

0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.99

The Fig. 13 shows the contribution of HOG features from RGB image, GLBP features from depth
image and combination of both. HOG on RGB images are capable of extracting powerful information
about a human. However, when looking a new person, changes in clothing and environment can cause
confusion especially in uncontrolled and cluttered backgrounds. GLBP feature from depth image
extracts magnitude and gradient information effectively, its contribution is notable in the performance
of the system. We observed that the RGB feature and depth feature contribution is comparable in
the performance of a system on CAD-60 dataset. When we combined both the features the depth
information lifts the accuracy of the system. The experiments verified that our framework has strong
generalization capacity-it is not only used on gesture identification but also on some other video-based
detection tasks.
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Fig. 13. Accuracy of activities on CAD-60 from depth and RGB features and its combination.

4.4. State-of-the-art comparison

In this section, we compare the proposed multimodal framework performance with the state-of-the-
art. Our method outperforms the existing methods on the hand gesture dataset for ASL and CAD-60.
The comparison based on recognition accuracy is reports in the Table 6 on hand gesture dataset.

The recognition accuracy of Marin et al. approach is only 89.71% that uses features like curvature and
correlation from colour and depth images (Marin et al., 2014). Zhao et al. selected interest points from
RGB and depth images and features such as Histogram of Flow (HOF) and Local Depth Pattern(LDP)
are used to detect actions. The same is tested for hand gestures and give the recognition accuracy of
90.2% (Zhao et al., 2012). Raguveera et al. introduced an algorithm that uses Speeded Up Robust
Features (SURF), Histogram of Gradients (HOG) and Local Binary Pattern (LBP) to convert hand
gestures into Indian Sign Language from the depth and colour images captured through Kinect sensor
(Raghuveera et al., 34). The system gives the accuracy of 71.85% in response time of 35 seconds and
is limited by number of signs. Gangrade et al. applied Oriented FAST and Rotated BRIEF features
from depth image to identify hand gestures and achieved the accuracy of 93.26% (Gangrade et al.,
2020). The proposed multimodal feature based approach achieves the accuracy of 98.6% in response
time of 12.6 seconds (0.21 minutes) and which is better than state of art methods.

Table 6

Performance evaluation of the proposed technique with state of art methods on hand Gesture dataset of ASL

Article Methods used Dataset Accuracy Precision F1Score
Marin et al. (2014) Curvature + Correlation Hand gesture Dataset

of ASL
89.71% 89.9% 90.2%

Zhao et al. (2012) RGB-IP,
RGB-HOGHOF,
RGB-IP, Depth-LDP

Hand gesture Dataset
of ASL

90.2% 89.2% 90.1%

Raghuveera et al. (34) SURF+HOG+LBP Hand gesture Dataset
of ISL

71.85% 73.61% 71.45%

Gangrade et al. (2020) Oriented FAST and
Rotated BRIEF

Hand gesture Dataset
of ISL

93.26% 94.5% 93.42%

Proposed method G-LBP(depth)+
HOG(RGB)

Hand gesture
Dataset of ASL

98.6% 98.8% 98.7%
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CAD-60 is a relatively good dataset for showing the robustness of our framework. The images are
captured in different environments. According to tables results (Table 7), a considerable improvement
was obtained with our approach, reaching to 96.2%. The improvement of our algorithm over the
other descriptors is good. The reason for this is that our feature is capturing important information
in terms of magnitudes and gradients (GLBP). Das et al. applied a skeleton detection method from
depth map and RGB image with a fusion of classifiers and achieved the accuracy of 84.37% (Das
et al., 2017). Al-Akam et al. extracts Haralick features from gray level co-occurrence matrices to
describe the flow pattern of RGB and depth videos to get the 95.45% accuracy (Al-Akam and Paulus,
2018). Generalisation is not done in this method. Arzani et al. formulated human activities using
probabilistic graphical models (PGM) and achieved the accuracy of 93.33% (Agahian et al., 2019).
Agahian et al. introduced a skeleton based key pose descriptor based framework for recognizing
activities and reached the accuracy of 98.5% (Arzani et al., 2020). However, the increase in number
of poses increases the noise in the recognition process. Tuning the number of key poses is a concern
in the process. From the comparison, we demonstrate that method outperforms state-of-art methods
in literature on two well-known gesture recognition and activity datasets.

Table 7

Comparative analysis of the proposed approach with state of art methods on CAD-60

Article Methods used Accuracy
Das et al. (2017) RGB-D and Pose machines skeleton 84.37
Al-Akam et al. (2018) Dense 3D Optical Flow Co-occurrence Matrix 95.45
Agahian et al. (2019) Skeleton based key pose descriptor 98.5%
Arzani et al. (2020) probabilistic graphical models 93.33
Proposed method G-LBP(depth)+HOG(RGB) 96.2%

5. CONCLUSION

We developed an effective method for hand gesture recognition from depth and RGB images and
showed that the best performance is achieved when we extract the features from both the channels.
The proposed Gradient-Local Binary Pattern (G-LBP) approach is used to extract the features from
depth images is concatenated with Histogram of Gradients (HOG) features from RGB images to
produce the efficient feature vector. By means of extensive evaluation, we demonstrated that the
combination of depth and colour image features improves classification accuracy considerably. We
further demonstrated that the proposed multimodal feature fusion technique plays an important role
in achieving superior performance. The system achieved a recognition rate of 98.6% on hand gesture
dataset and 96.2% on Cornell Activity Dataset. Our future work is for investigating the framework
for higher level dynamic gestures including activities and motion contexts. Extensive experimental
results demonstrate accuracy, efficiency and robustness of our method.
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