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The design of embedded systems concerns hard-
ware, software and mixed hardware-software issues.
The increasing demand of complex consumer appli-
cations, such as the management of multimedia con-
tent and value-added services provided via mobile de-
vices [1], is pushing towards the development of new
architectures, operating systems and development en-
vironments. Among the most promising architec-
tures, there are heterogeneous systems on chip. In
a typical design, such systems integrate microproces-
sor(s)/microcontroller(s) and DSP cores. In them, mi-
croprocessor(s)/microcontroller(s) are devoted to the
execution of the control, coordination and interfacing
parts of the application, DSP are devoted to the sup-
port of numerically intensive tasks. Examples of this
tendency can be verified in some commercial prod-
ucts such as the Texas-Instrument OMAP or the At-
mel Diopsis families, comprising integrated ARM/DSP
cores [2,3].

This scenario requires studies on the chip architec-
ture (e.g. how many units, which kind of units, in which
way they communicate, how the chips are intercon-
nected: these are some of the open questions [6–8]) and
on the paradigms for synchronization/communication
at hardware and software level. In addition, advances
in development tools for the management and exploita-
tion of the cross-interaction among cores are highly
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desirable, starting from the system design phase up
to the compilation, linking, run-time loading and tun-
ing phases. Without such integrated approach, design-
ers may be forced to make designing and optimizing
choices for the different cores/modules singularly. This
fact can cause an inefficient overall system even if it
originates from the union of optimal subsets of design
parameters [9,10,14].

Also the research concerning real-time OS needs to
keep up with the increased complexity derived from the
heterogeneous environment. This is a crucial point that
needs to be solved, at least in terms of support provided
by development environments. The new applications
have to meet complex real-time requirements, and de-
signers need of tools that support the easy implemen-
tation and verification of such requirements. Without
advances in this field, the increasing chip complexity
will augment the difficulty in estimating worst-case ex-
ecution times. This situation can induce designers to
choose conservative and simple scheduling solutions,
in order to be able to meet the application deadlines
and, above all, to certify the timing features of the sys-
tems [4,5].

This issue of JEC covers some of these challenges
with articles on diverse aspects of embedded systems,
focusing in particular on the architectural level. They
are consequence of an open call for submission, and
a selection of papers collected from various editions
of the MEDEA workshop. This workshop, held in
conjunction with the PACT conference since 2000,
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has moved from decoupled architectures to memory
hierarchies’ topics with emphasis on embedded and
application-specific systems. In this field, there is still
a lot of work, deriving from the challenges and oppor-
tunity offered by the new class of applications and the
incoming limit of technology.

As for the architectural issues, new families of em-
bedded processors have to cope with increasing perfor-
mance and reduced power consumption. Some possi-
ble solutions include the introduction of ad-hoc instruc-
tions. Sami Yehia et al., in their work, introduce a new
instruction, called load squared, to reduce the memory
latency of indirect memory accesses (a memory access
pattern generated by the use of complex data structures
and sophisticated software conventions). Their load-
squared operation is performed by memory-side logic,
and the micro-architecture decides which load should
be replaced by loads-squared instruction. They first
analyze the potential of Loads Squared occurrences
for the SpecInt, SpecFP and Olden benchmark suite,
then show that performance is improved significantly
in some cases, but never degraded. Surendra et al. an-
alyze instruction reuse, a micro architectural technique
that improves the execution time of a program by re-
moving redundant computations at run-time. In partic-
ular, they analyze the power aspect of instruction reuse,
propose an optimization that exploits communication
reuse to reduce the power dissipated over a high ca-
pacitance bus, and examine the impact of multithread-
ing on instruction reuse in the context of packet header
processing applications.

In embedded systems and, in particular, in portable
embedded systems, power consumption issues play a
key-role for the market value of many emerging prod-
ucts. In fact, the demand of computationally intensive
applications (e.g. multimedia) has to be fulfilled with
carefully designed solutions able to maximize the en-
ergy efficiency of their implementations [12–14]. In
this field, together with the dynamic-power issues, the
scaling-down of lithographic technology brings also
the static-power problems into the embedded domain.
Zhang presents two cost-effective approaches to reduce
the leakage energy of the instruction cache without
significant performance or dynamic energy overheads.
The proposed compiler-guided approach exploits static
information to identify as many transitional instruc-
tions as possible and provides useful hints for the pro-
cessor to pre-activate the next sub-bank at runtime, for
avoiding performance degradation. He proposes also a
hybrid approach to exploit both the static and runtime
information for the next sub-bank prediction. The pa-

per from Sato at al. presents a mixed hardware man-
agement technique to reduce the static power due to
sub-threshold leakage. In particular, the paper pro-
poses a cache having fast and slow ways, according to
their silicon threshold voltage and a policy that aims
to maintain the most used data within the fast ways.
This approach allows for significant energy saving with
negligible performance degradation, demonstrating its
applicability in the embedded scenario.

Many applications that are converging to the do-
main of portable embedded systems (e.g. PDA, Smart-
phones) involve information security issues that have
to be faced in order to enable the application deploy-
ment. For instance, access to value-added services and
electronic payments requires information security to be
guaranteed at various levels: from the user authentica-
tion, the communication protocols on the involved net-
works, up to the encryption and the non-accessibility of
secret information (cryptographic keys, sensible data)
on the mobile device, both via software and via hard-
ware [11]. Moreover, security issues reside also in
the possibility to certify the integrity of the software
installed on a device that is employed to access a se-
cure service. Without such certification, many systems
could be hacked through an access device with modified
software. Milenkovic et al. analyze various solutions
for code certification through integrated approaches at
hardware and software level. In particular, the paper
highlights the most suitable approaches to be employed
in embedded devices.

Due to the increased intelligence of networking ap-
plications, network processors are becoming more and
more demanding of computing and memory resources.
J. Verdu et al. analyze the effect of traffic aggregation
(consequence of the increased Internet traffic) on the
memory performance of networking applications. Af-
ter classifying networking application in no-state, ste-
less and stateful categories, they show that the impact
on memory is different: the no-state applications are in-
sensitive to the traffic aggregation. Stateless programs
are susceptible to increment the data cache miss rate,
while stateful applications are the most sensitive to the
traffic aggregation level.

Finally, the SuperH embedded processor is an in-
teresting proposal for a variety of consumer applica-
tions that run on mobile devices (digital still/video cam-
eras, smart/cell phones), require high computational re-
sources and need extreme power efficiency. Arakawa
et al., describe the main architectural features of the
0.13 um SuperH processor both in the standard and in
the low-power version. In particular, they describe the
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details of the processor architecture and the memory
subsystem that are suited for the multimedia applica-
tion domain. The authors analyze also the features of
a newly introduced low-power mechanism.

Taken as a whole, the articles in this special issue
illustrate some of the active topics in the domain of
the emerging embedded systems. Such systems are
pushed by the demand of complex and computation-
ally hungry applications and have to be shaped at the
hardware, architectural and software level to meet the
hard requirements imposed by the strict available re-
sources. Almost all such resources constraints origi-
nate from the limited form-factor and battery capacity
needed for portability. In this scenario, power con-
sumption vs. computational power is one of the key
trade-off that drives the research from various points of
view (e.g. security, memory performance, multimedia
management, etc).
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