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Abstract. Civil buildings are prone to various kinds of damages. The detection of damages caused in a building at an early stage
is essential in order to save the invaluable human life and significant belongings. Wireless sensor networks (WSN) help to detect
damages caused to a building by sensing different factors, which affect civil structures. Energy efficiency of sensor nodes and
network congestion are quite common issues in wireless sensor networks that affect the network performance. In this research
work, the formation of energy efficient clusters mitigates congestion by considering the buffer occupancy level and fairness index
of flows to improve the network lifetime. The proposed method uses Biogeography-Based Krill Herd (BBKH) algorithm for
cluster head selection. BBKH based congestion mitigation outperforms other classical evolutionary optimizations and swarm
intelligence algorithms like Genetic Algorithm, Particle Swarm Optimization (PSO) and Symbiotic Organisms Search (SOS).
Compared with PSO, the network throughput has increased by 26.18% using BBKH. The network lifetime has increased by
42.11% using the proposed BBKH, compared to PSO. The extended lifetime of the network helps damage detection in civil
structures for extensive periods.

Keywords: Structural Health Monitoring, wireless sensor networks, Genetic Algorithm, Biogeography-Based Krill Herd
algorithm, Particle Swarm Optimization, congestion, Symbiotic Organisms Search

1. Introduction

Structural Health Monitoring (SHM) is a technique
used to inspect the physical condition and detect the
damage at the earliest stage of the civil, mechanical
and aerospace structures. The damage-detection meth-
ods are either visual [43] or experimental methods
such as acoustic or ultrasonic methods, magnet field
methods, radiographs and eddy-current methods [5].

*Corresponding author. E-mail: vijipark99@gmail.com.

These techniques require a priori knowledge about
the vicinity of the damage and require the portion of
the structure to be readily accessible for inspection.
These techniques are useful to detect damage on or
near the surface of the structure. It is very tedious
and time-consuming to inspect very complex and long
structures, like bridges that run for several kilometers.
The above drawbacks have motivated researchers to
develop methods that examine changes in the global
dynamic characteristics of the structure. SHM is an
emerging tool that provides civil engineers in keeping
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Fig. 1. Damages caused to buildings.

a check on the damage or wear and tear caused to the
structure. Damage detection, determined by changes in
the dynamic properties or response of structures, is a
subject that has received considerable attention in the
recent technical literature. Inspection of the buildings
is essential so that the damage can be we identified and
maintenance is performed before it gets unrepairable.
WSN is deployed in the appropriate location of build-
ings where damages are possible and help in the in-
spection. The sensor nodes sense the condition of the
building and send the data to the Base Station (BS)
or sink node for further processing. The sensor nodes
are battery powered. Therefore, the energy utilization
by the sensors must be efficient, to prolong the battery
lifetime.

There are different factors that cause damages to
civil structures. Some of them are due to Erosion, Nat-
ural Calamities like an earthquake, flooding etc. Vio-
lence, Fire, and lack of maintenance. The damage is
usually in the form of major and minor cracks. Major
cracks could be structural cracks that cause immense
damage to the structure. Figure 1 gives some the dam-
ages caused to buildings.

To identify the presence of a crack in the concrete,
an accelerometer is used [22,36]. Fiber optic sensors
embedded within concrete identifies cracks. By this
method, the small opening of the crack has been iden-
tified [21,38]. The parameters like vibration, tempera-
ture, load, the amount of moisture content, etc. mea-
sured help to detect damages. High moisture content
can promote its deterioration. In general, most chem-
ical and physical corrosion process occur due to the
high moisture content that leads to the damage of the
buildings [25]. Figure 2 gives temperature sensors and
Fig. 2 gives a corrosion monitoring sensor.

Traditional structural monitoring systems, namely,
wired systems, which had shown many disadvantages
like installation and maintenance, are slowly being
replaced by wireless smart sensors to overcome the
above-mentioned cons. WSN is deployed at critical lo-
cations of the building to sense the analog informa-
tion, digitize and send them to a central monitoring

Fig. 2. Temperature sensor. Corrosion monitoring sensor.

system. Such an approach has solved most of the prob-
lems connected with wired systems, but has thrown
new problems intrinsic to a wireless system like power,
as the sensor units are battery powered. In literature,
many approaches have been proposed to improve the
energy efficiency of the WSNs. In the proposed work,
a two-tier network architecture is used for data gather-
ing. BS receives the data from CH and makes the re-
quired decision. While the data are transmitted to the
BS, congestion is possible. Congestion occurs when
the offered load exceeds the available link capacity.
Congestion is one of the major problems which re-
duces network performance. The proposed method
helps in the formation of energy efficient clusters and
controls congestion occurrence. As a result, the net-
work lifetime is improved.

Congestion leads to packet loss. If packets are lost,
all the data sensed by the sensor nodes will not reach
the BS, which does not help to know the severity level
of the structural damage accurately. The categorization
of cracks in the structural element column is proposed
in [31]. The authors have categorized the cracks oc-
curring in the column into the fine, medium or severe
crack, using fuzzy cognitive maps (FCM).

This paper is structured in the following way: Sec-
tion 2 briefs about the related works. Section 3 dis-
cusses the problem definition. Section 4 details about
the building monitoring system. Section 5 gives the de-
tails about the proposed methodology and Section 6
gives the simulation environment. Section 7 concludes
results and discussion. Finally, Section 8 concludes the
paper.

2. Related work

Considerable research efforts were made in the past
few years in developing clustering mechanisms for de-
ploying sensor nodes in WSNs. The first well-known
clustering protocol developed by Heinzelman et al.
[11] is Low Energy Adaptive Clustering hierarchy
with Deterministic CH Selection (LEACH). In this
method, the CHs are selected using optimal probabil-



V. Senniappan and J. Subramanian / Biogeography-Based Krill Herd algorithm for energy efficient clustering 85

ity. The protocol works on periodically randomized
rotations of the CH within the cluster range between
zero and one. If the random number is less than the
pre-determined threshold value, the node becomes a
CH for the current round. The main drawback of this
method is a predefined number of clusters.

A new distributed type-2 fuzzy based self-
configurable clustering (SCCH) mechanism is pro-
posed [15]. In the case of failure of elected CH, an-
other backup cluster head (BCH) takes the role of new
CH in order to monitor the area. SCCH uses a fuzzy
system and local information to select CH that is more
eligible compared with others, and the remaining less
eligible nodes act as BCH. Therefore, in the case of
CH failure, the Cluster Members (CM) can replace the
BCH with the permanent CH failure. The initial over-
head incurred in selecting the CH using the fuzzy logic
system is more.

Power-Efficient Gathering in Sensor Information
Systems (PEGASIS) [24], Threshold Sensitive Energy
Efficient Network (TEEN) [26] and Hybrid Energy-
Efficient Distributed clustering (HEED) [45] are pro-
tocols that follow hierarchical clustering in a homoge-
neous network. All the above listed hierarchical clus-
tering saves the transmission distance for sensor nodes,
but the set of CHs still suffers from long transmissions.
Energy Efficient Two Levels Distributed Clustering
(EE-TLDC) [19] has proposed a scheme in which the
number of CHs that transmit to BS has reduced in or-
der to reduce the transmission cost. In this, the pri-
mary level of CH selection is by probability and the
secondary level of CH selection is from these primary
CHs based on distance from BS.

Li Qing et al. [29] have proposed a distributed
energy-efficient clustering algorithm (DEEC) for het-
erogeneous WSN. By this method, CHs selection is by
probability based on the ratio between the residual en-
ergy of each node and the average energy of the net-
work. The nodes with high residual energy will have
always chances to be the CH. The number of live nodes
becomes almost zero around 4000 rounds compared to
LEACH, SEP, LEACH-E protocols [29] where many
nodes are alive even after 4000 rounds.

In an approach, called energy-driven adaptive clus-
tering hierarchy (EDACH) [20], data transfer to the BS
is by CH. A proxy acts as CH, in the case of low energy
of existing CH. The drawback is if there are more CHs,
they will consume more energy for aggregating the
data and has to transmit the data to the longer distance.
Adding to this is another disadvantage that, if the area
to be sensed requires only less number of nodes, then

it is waste to deploy a number of sensor nodes from
distances longer from BS.

In an approach [30] Micro-electromechanical sys-
tems (MEMS) are used for the collection of multiple
features by using several clustering algorithms, such as
Fuzzy logic, by considering the residual energy of the
nodes and the clusterheads degree.

Many research contributions made in the past for
cluster formation used soft computing methods [2,4,6,
7,9,10,12,32,33,35,47]. Sajid Hussain et al. [14] pro-
posed a genetic algorithm based approach to determine
the CHs. Ying Liang et al. [23] utilized PSO for clus-
tering. They proposed a hybrid algorithm using PSO
and LEACH that showed better results compared to
LEACH. Saeed Mehrjoo et al. [27] proposed a cluster-
ing method using GA and ABC. This method uses GA
to select CH and uses an ABC algorithm for cluster
member selection. The authors claim that the proposed
method improves the network lifetime compared with
LEACH [11].

In Genetic Algorithm-based Energy-Efficient Adap-
tive clustering hierarchy Protocol (GAEEP) [1] the
operation has many rounds, each round has a setup
phase to form clusters and in the steady state phase,
the sensed data are transferred to CH. The protocol,
although shows better results compared with LEACH,
the two phases in each round consumes more time and
delays the entire process.

Clustering based on improving discrete particle
swarm optimization [13] solves clustering inequality
problem. In this method, the fitness function uses only
the communication distance. The PSO inertia coeffi-
cient is variable to distinguish between particles. This
method in comparison with LEACH shows better re-
sults, but the total residual energy of nodes and lifetime
are not considered.

PSO-MV protocol [46] based on PSO method bal-
ances the energy of nodes. This method selects 2 nodes
as CH, one is main cluster heads (MCH) and another
as vice cluster head(VCH). The MCH is responsible
for data collecting and transmission and VCH are re-
sponsible for inter-cluster communications or intra-
cluster communications to BS. The drawback of this
algorithm is in the optimum selection of a number of
clusters.

In literature, many works concentrated on conges-
tion control in WSN. Congestion control for Multi-
class Traffic (COMUT) [17] is a framework that con-
sists of a distributed and scalable congestion control
mechanism. The network has different clusters, each
of which monitors congestion within its local scope.
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A sentinel governs each cluster. These sentinel roles
assigned to sensors help to proactively monitor the sys-
tem and collect the event rates that used to infer the
combined level of congestion. The sentinel estimates
the local traffic and if the value exceeds the threshold,
congestion has occurred and COMUT uses the AIMD
policy to regulate congestion. The disadvantages of
COMUT are when sentinel failure occurs, it directly
affects the working of COMUT and the sensor failures
that may be in the cluster member or the sentinel will
affect the routing protocol layer of WSN.

Cluster-Based Congestion Control Protocol (CBCC)
[18] consists of clusters and supporting mechanisms
for congestion control in WSN. Nodes perform local
computations of estimated traffic load. CH processes
the estimated information and a collective cluster level
load estimate is transmitted to the CHs towards the
source clusters. This allows source nodes to regulate
their sending rate based on the congestion level in the
traffic path. This protocol supports multiple flows.

In a method proposed by [16], energy-aware smart
homes are built by fixing sensor devices in power out-
lets and pillars. The entire system operates with Web
technologies. The demonstration results have given the
solution to energy awareness, energy conservation, etc.

Soft computing techniques help for congestion con-
trol. Sai Prakash et al. [28] proposed a firefly-inspired
tree formation in wireless sensor networks. In this
cluster-based energy aware technique, the responsibil-
ity of cluster head is distributed among nodes to dis-
tribute the energy drain factor. The results obtained
have shown improvement in the network lifetime and
minimizes the partitioning problem.

Sun, Yi et al. [44] proposed a clustering scheme for
the network, which employs Firefly Algorithm. The
clustering of the network is considered on the basis of
parameters considered together, which includes energy
and distance and a reach-back technique is employed
for clustering of the sensor network.

In the existing papers, concentration towards max-
imization of network lifetime was less. Motivated by
this drawback the proposed method has the following
objectives: i) to improve the network lifetime ii) to
reduce congestion. Congestion mitigation can reduce
packet loss, which is a major issue in achieving maxi-
mum network utilization.

3. Problem formulation

Assume a network with a set of sensor nodes S =
{s1, s2, . . . , sn} which are deployed randomly over the

civil structure which is to be monitored for damages
occurred. The sensor node and the BS are stationary.
Before sensing the data, CH is to be identified. Af-
ter CH selection, clusters are formed by joining non-
cluster nodes under each appropriate cluster. After CH
are formed, physical quantities pertaining to the build-
ing health are sensed by various sensor nodes and the
gathered data are transmitted to the CH. Each CH ag-
gregates the data collected and sends it to the BS.

To send and receive data packets, energy is con-
sumed by the nodes. CH will consume comparatively
more energy to aggregate the data packets collected.
If CH is more distant from the BS it will consume
more energy for transmitting the data from CH to BS.
Routing of packets from CH to BS must be optimized
so as to improve the energy efficiency of the nodes.
Also, when packets are routed, congestion will occur.
Due to congestion, packet loss will occur. If packets
are lost, it is to be retransmitted, which will further
reduce the energy of nodes and increases delay. So,
mitigation of congestion is essential in order to im-
prove the network performance. In this research pa-
per, using soft computing techniques, the solution for
an optimal CH selection with congestion mitigation is
provided. The proposed method uses a meta-heuristic
search algorithm called as Biogeography-Based Krill
Herd (BBKH) [41] for selection of CHs and conges-
tion mitigation. Better results have been obtained com-
pared with classical optimization techniques like Ge-
netic Algorithm (GA), Particle Swarm Optimization
(PSO) and Symbiotic Organisms (SOS).

4. Building health monitoring system

A building health monitoring system (BMS) is dis-
cussed in this section. Cluster heads are selected using
BBKH. The physical parameters which are identified
as crack inducing factors are measured using sensors
and instruments. Sensors are used to measure certain
physical parameters like temperature, corrosion, etc.
The thickness of the cover is measured by using the in-
strument, namely, cover meter. If the measured value
of the parameter has reached the threshold limit, it is
transmitted to the CH and the rate of monitoring is
increased. If the measured value has not reached the
threshold value the monitoring is continued by the sen-
sor nodes. The data are aggregated by averaging and
sent to remote monitoring system. The received data
are analyzed and the damage condition is reported in
different formats, such as predictive analysis, visual re-
ports, etc. BMS are given in Fig. 3.
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Fig. 3. Buliding Monitoring System.

5. Proposed BBKH based CH selection

Initially, all the sensor nodes are alive. The proposed
method runs for many rounds. In each round, the CHs
keep on changing and selection of CH is by BBKH.
Calculate the energy consumed by the all the nodes at
the end of each round. Repeat the given steps until the
stopping condition of i) Maximum number of rounds
or ii) All nodes are dead. In the proposed work, the first
stopping condition is used.

5.1. Biogeography-Based Krill Herd algorithm

Krill Herd (KH) is a novel search algorithm de-
veloped by Gandomi and Alavi [8] in the year 2012.
KH algorithm is a meta-heuristic algorithm that is in-
spired by the bio-based swarm intelligence algorithm.
The algorithm models the herding behavior of the Krill
swarms. The least distance from the food and the high-
est density of the swarm form the objective function
of the krill individuals. KH algorithm has few con-
trol variables to adjust, in comparison with other algo-

rithms. Sometimes, KH algorithm may not escape lo-
cal optima and fails global search completely, leading
to an unsatisfactory solution. Biography-Based Opti-
mization (BBO) is a novel optimizer [34] based on bio-
geography theory. BBO gives the globally best solu-
tion and is insensitive to parameters. KH is improved
by combining a migration operator used in BBO al-
gorithm, namely, krill migration (KM) operator. The
combination of KH and KM operator forms BBKH.
The addition of KM operator helps to regulate the new
solution generated by KH. Initially, KH is used to cut
down the search space and give a candidate solution
set. Subsequently, the KM operator exploits the search
space and gives global best optimal solution. The posi-
tion of each the Krill using KH algorithm is affected by
three actions [39,40], namely, (i) Movement affected
by other krill, (ii) Foraging action and (iii) Random
diffusion.

The objective function of the krill individuals is
found using the above-listed actions and the best krill
and its position are determined over the iterations until
the optimization criteria are reached.

In KH, the time-dependent location of the krill in
the two horizontal spatial dimensions Xi and Yi [8]
is given by Eq. (1). For Yi dimension the formula
comprises the same three components of right side of
Eq. (1).

dXi

dt
= Ni + Fi + Di (1)

where Ni is the motion produced by other krill indi-
viduals, Fi is foraging motion and Di gives a random
diffusion of ith krill. The movement of the krill will
be such that the higher density is maintained under the
influence of other individuals. The motion produced is
calculated as given in the below Eq. (2).

Nnew
i = Nmaxαi + ωnN

old
i (2)

where αi is given as direction, Nmax is the maximum
speed, ωn is inertia weight and Nold

i represents the last
motion induced. The second parameter Fi is calculated
for an individual i as given in the Eq. (3).

Fi = Vf βi + ωf F old
i (3)

βi = βfood
i + βbest

i (4)

Vf represents foraging speed, ωf represents the in-
ertia weight and F old

i is the last foraging motion value.
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βfood
i represents the effect due to the presence of food

and βbest
i is the effect due to the current krill’s best fit-

ness value recorded as given by Eq. (4). The herding
mechanism for the krill individuals is influenced by the
random diffusion and is calculated as given below in
Eq. (5).

Di = Dmaxδ (5)

Dmax is the maximum diffusion speed and δ is the ran-
dom directional vector with values between [−1, 1].

The new position of KH from time t to t + �t is
found using as per the Eq. (6).

Xi(t + �t) = Xi(t) + �t
dXi

dt
(6)

�t represents the scale factor. Further details about
BBKH is available in [27].

5.2. Symbiotic Organisms Search (SOS)

SOS is an algorithm selected for comparison with
BBKH. SOS is a simple and powerful Meta heuris-
tic algorithm [3]. The algorithm simulates symbiotic
interaction strategies that organisms use to survive in
the ecosystem. Similar to KH, SOS also require fewer
algorithm-specific parameters. Many species in nature
depend on each other for their survival and this rela-
tionship means Symbiosis. The most common symbi-
otic relations are mutualism, commensalism, and para-
sitism. Mutualism denotes a relationship in which both
species benefit each other. Commensalism is a rela-
tionship between two species in which, one benefits
and the other is unaffected by other. In parasitism re-
lationship, one benefits and the other is harmed. SOS
is used to search for the fittest organism based on the
relationship between two paired organisms.

SOS starts its iteration with an initial population,
which is selected randomly which is the search space.
The fitness value of each organism is calculated. Each
organism interacts with the other organism randomly
through all the three phases, namely mutualism, com-
mensalism, and parasitism. In mutualism phase, two
organisms, namely Xi and Xj are taken randomly and
allowed to interact. New candidate solutions are calcu-
lated based on a mutualistic symbiosis between them,
which is modeled as given in Eqs (7) and (8).

Xin = Xi + rand(0, 1) ∗ (Xb − MV ∗ BF1) (7)

Xjn = Xj + rand(0, 1) ∗ (Xb − MV ∗ BF2) (8)

MV = Xi + Xj

2
(9)

where BF1 and BF2 are benefiting factors with ran-
dom values of 0 or 1. Xb represents the highest degree
of adaptation. Mutual_Vector (MV )of Eq. (9) repre-
sents the relationship characteristic between organism
Xi and Xj .

In Commensalism phase, two organisms Xi and Xj

are randomly selected and made to interact with each
other. Xi benefits from the interaction. However, Xj

neither benefits nor suffers from the relationship. The
new candidate solution of Xi is given in Eq. (10).

Xin = Xi + rand(−1, 1) ∗ (Xbest − Xj). (10)

The third phase is Parasitism phase; two organisms
Xi and Xj are selected. Xi will act like a parasite vec-
tor; Xj will be the host to the parasite vector. Now the
fitness is calculated for both the organisms. If parasite
vector has better fitness value, it will kill Xj . If Xj

has better fitness than Xi , Xj has more immunity and
Xi will no longer live. All three phases will result in
better organisms in each iteration. SOS will give the
best CH in each round based on the fitness function as
discussed above.

5.3. Fitness function

The proposed BBKH helps to find the best CH with
the help of fitness function that is calculated as dis-
cussed below. The fitness function helps to select CHs
in order to form clusters. It is a multi-objective func-
tion with two objectives. The first objective is to im-
prove energy efficiency by considering the distance be-
tween nodes. As distance The second objective is to
reduce network congestion with mitigating buffer oc-
cupancy. The first objective helps to select CH based
on the distances, energy level and the ratio of the dis-
tance from the node to CH and CH to BS. The sec-
ond objective has two values to be minimized. The first
is the fairness index, which is the average through-
put of flows in the network and the second value is
node buffer occupancy level. The fairness index must
be maximized i.e. throughput of each flow must be
more and buffer occupancy must be minimized. If
buffer occupancy is more, packet drop occurs, which
increases the packet retransmission, reducing the en-
ergy efficiency and network performance. The buffer
occupancy level must be maintained as low as possible
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so that the buffer never gets fully occupied avoiding
packet drops. The Eq. (11) gives the fitness equation.

F = w1 ∗ CLF + w2 ∗ CF (11)

where

CLF = clustering factor

CF = congestion factor

w1 = weight of clustering factor

w2 = weight of congestion factor.

Consider Eq. (12) for CH selection.

CLF = a1 ∗
n∑
i

d + a2 ∗
nc∑
i

b ∗
(

1

Ec

)

+ a3 ∗
n∑
k

r (12)

Energy consumption is directly proportional to the
square of the distance, for distance < do and to the
fourth power of distance, for distance > do. do is
threshold distance. In the Eq. (12) d is the distance be-
tween a node and the associated cluster head, b is the
distance between the base station and the cluster head,
n is number of normal nodes, nc is number of cluster
heads, Ec is the energy of the selected cluster head,
r is |d − b| for a node and a1, a2, a3 are weights for
each parameter. The weights are chosen with the con-
cept of maintaining same range of values for different
objectives. The weights are then fine tuned with Pareto
optimality concept. The weights a1, a2 takes values of
1 and a3 is assigned a value of 0.5. While CH is se-
lected by BBKH, the difference in distance between
the two parts, ie. from sensor nodes to CH, given by d

and from CH to BS as given by b [42], must be less, so
as to balance the energy dissipation in both the parts.
Consider Eq. (13) for congestion mitigation.

CF = b1 ∗
(

1

FI

)
+ b2 ∗

nc∑
i

BO (13)

where FI is Fairness index, BO represents buffer occu-
pancy, b1, b2 are weights.

Fairness Index [18] is given by Eq. (14).

FI = (
∑

Tf )2

n
∑

T 2
f

(14)

Table 1

Simulation parameters

Parameter Value

No. of nodes 100

Sensing region 200 ∗ 200 meters

Energy dissipated 50 nanoJoules/bit

Energy for data aggregation 5 nanoJoules/bit

Initial energy 200 Joules

where Tf is the throughput of flow f, n is the number
of flows. The value of FI is between zero to one [37].

Each algorithm undergoes an iterative process to
find the best solution for each round of the network. On
each iteration, the fitness is calculated as per Eq. (1)
and the best solution is the one with lowest fitness
value. The solution consists of the optimal set of CHs
which reduces the energy consumption and improves
the overall throughput of the flows considered and also
minimizes the buffer occupancy. The process repeats
until the termination condition, which is the considered
as a maximum number of rounds is reached.

6. Simulation environment

The proposed method is simulated using MATLAB.
As the network is wireless, the network parameters
considered in the simulation are given in Table 1. The
energy model considered in the proposed work is the
same as considered by LEACH protocol [11].

Initially, the sensor nodes are deployed randomly in
the sensing region. In each round, CH is selected based
on the heuristic search algorithm, namely BBKH,
SOS, GA, and PSO. The individuals with the best fit-
ness value become the CH. The solution must be ful-
filling the following constraints i) It should be non-
zero real numbers ii) It should be within the range of
a number of nodes considered, i.e. 100 nodes iii) The
entries must be unique and iv) the nodes which are
selected as CHs must be an alive. Along with this,
the transmission rate of the network is constrained be-
tween the preset maximum and minimum values. At
the end of each round, the energy consumed by sensor
nodes and CH is calculated. The new energy values
after energy loss due to data transfer are considered
for CH selection in the next round. In each round, the
energy level of nodes reduces and after certain rounds
the nodes become dead one by one. All necessary pa-
rameters such as the number of alive nodes, the packet
transferred, energy consumed, the number of cluster
heads, buffer occupancy are logged for each round.
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Fig. 4. Number of Alive nodes.

7. Results and discussion

The proposed method of BBKH is used for CH se-
lection. BBKH is compared with GA, PSO, and SOS.
Different parameters which have an impact on network
lifetime are considered for comparison. Using GA, ini-
tially a random population is created ant the fitness
value if found. Based on the fitness value, the best in-
dividuals are selected and the crossover and mutation
are performed. The resulting solution gives the best so-
lution with a set of CH and rate of data transmission.
PSO is initialized with a random particle group and
finds the best solution by means of updating genera-
tions. In each generation, the particle moves towards
the best solution by updating the velocity and location.
Finally, at the end of the maximum number of genera-
tions, we have the best solution, which gives the set of
CH and the rate of data transmission.

In Fig. 4 the number of alive nodes while running
different algorithms are compared for a different num-
ber of rounds. As it is apparent from the Fig. 3, the pro-
posed algorithm of BBKH based CH selection presents
a significantly better network lifetime than other algo-
rithms. Congestion is mitigated by BBKH by lower-
ing the buffer occupancy level. When the buffer level
is kept lower, packet drops are avoided. This, in turn,
reduces the retransmissions of dropped packets and
the energy consumption due to retransmission. As the
power consumption is reduced, nodes are alive for
many rounds as given the Fig. 4. The performance of
GA in comparison with the other algorithms consid-
ered is very poor.

Figure 5 reveals the comparison of total energy con-
sumption throughout the simulation of 1500 rounds.
It is clear from the Fig. 5 that the lowest energy
consumption is manifested by BBKH algorithm, due
to congestion mitigation. While congestion is mit-
igated, packet drops, retransmissions due to packet
drops and energy consumption due to retransmission

Fig. 5. Total energy consumption.

Fig. 6. Total packets delivered.

are reduced. SOS consumes nearly 20% more energy
than BBKH. Initially, GA consumes more energy than
PSO, but in later stages, PSO consumes more energy
than GA. SOS is able to maintain a close range with
BBKH initially, but after 1000 rounds the energy con-
sumption by SOS is comparatively more. This addi-
tional energy consumption is the reason why BBKH
has its first node death at a much later round than SOS.

Figure 6 depicts the total number of packets deliv-
ered by the BS. BBKH sends a number of packets and
PSO performs worst. Both SOS and GA are in the
same range until 1000 rounds, after which GA perfor-
mance is comparatively less.

Figure 7 gives the buffer occupancy position of var-
ious algorithms. BBKH is able to maintain less buffer
occupancy level among all other algorithms, which is
closely followed by SOS. The less buffer occupancy
level reveals that the queued up packets are deliv-
ered without any packet drop due to buffer occupancy.
Lower buffer occupancy also facilitates less end to end
delay of packets in the network. As PSO and GA show
buffer occupancy more packets will be dropped and the
packets delivered will be less as shown in Fig. 6. When
more packets are dropped, retransmission of packets
takes place, which in turn increases the energy con-
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Fig. 7. Buffer Occupancy.

Fig. 8. Packet Delivery Ratio.

sumed, which is inferred from Fig. 5 where energy
consumed by PSO and GA are more.

Finally, in Fig. 8 the packet delivery ratio (PDR)
is given for all the algorithms throughout the period
of simulation. BBKH has the highest PDR which is
followed by SOS. Higher PDR is attributed to lower
buffer occupancy, which mitigates packet loss. Since
PSO has a buffer occupancy, it shows lower PDR. If
the PDR is lower, it causes the packet to be retransmit-
ted, which increases the energy spent per packet, also
increasing the delay in the network.

The algorithms are tested for objective function
solving capability at the first round of the network,
where the node energy levels are same. The node lo-
cations are also maintained same for all the four algo-
rithms. The convergence graph of Fig. 9 shows the ob-
jective function value for different algorithms for the
same number of iterations. It is clear from the Fig. 9
that BBKH solved the round with a better solution
compared with other algorithms.

Overall, BBKH shows superior capabilities in solv-
ing the problem which is a complex, nonlinear, multi-
objective problem. SOS and GA are other alternate

Fig. 9. Convergence graph.

algorithms which can be used to solve this prob-
lem. They can be improved by suitable modifica-
tion/hybridization. PSO in spite of its fast conver-
gence, solved the energy consumption objective better
than the congestion mitigation, deteriorating the over-
all performance.

8. Conclusions

An Energy Efficient Clustering with Congestion
Control in WSN using BBKH is proposed for SHM.
Monitoring of buildings periodically and correctly
helps in initiating the maintenance. The proposed
method of BBKH based CH selection improves the
lifetime of the network by 42.11% in comparison with
PSO. This increase in the lifetime has revealed the ef-
ficient energy utilization of the sensor nodes by using
the proposed method of BBKH based CH selection.
The congestion has been reduced by considering the
buffer occupancy. When the buffer occupancy is less,
all the packets are delivered to BS without any pack-
ets being dropped. With BBKH, the network lifetime
is improved, which helps in prolonging the lifetime of
the network. With the improved lifetime, the buildings
can be monitored for a longer duration for finding any
damages caused to it and also reduces the need for in-
spection and maintenance. The proposed solution is
applicable to other wireless sensor network applica-
tions, particularly where the resources are constrained
and network utilization is vital.
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