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What Does ChatGPT Know About Dementia? A Comparative Analysis of Information Quality
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Abstract. The quality of information about dementia retrieved using ChatGPT is unknown. Content was evaluated for length, readability, and quality using the QUEST, a validated tool, and compared against online material from three North American organizations. Both sources of information avoided conflicts of interest, supported the patient-physician relationship, and used a balanced tone. Official bodies but not ChatGPT referenced identifiable research and pointed to local resources. Users of ChatGPT are likely to encounter accurate but shallow information about dementia. Recommendations are made for information creators and providers who counsel patients around digital health practices.
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INTRODUCTION

Information about Alzheimer’s disease (AD) and other dementias is increasingly being accessed online by persons with lived experience, as well as their caregivers, family members, and friends [1–4]. Higher quality sources tend to have balanced information, relevant health information sources, and discuss modifiable risk factors [5, 6]. Lower quality dementia information sources may contain misleading information and fail to adhere to ethical principles, such as informed consent [5, 7, 8]. For example, online tests intended to diagnose AD have low validity and low alignment with ethical standards in medicine [9]. As new online sources of dementia information continue to emerge, it is important to consider whether these sources are truly beneficial for people living with dementia and their families [8].

In November 2022, OpenAI launched “ChatGPT” (Conversational Generative Pre-training Transformer), a large language model, for public use for a period of “research preview” [10]. ChatGPT is an online platform that allows anyone to input text and receive newly generated conversation-like responses. Underlying the platform is an artificial neural network that has been fine-tuned through human feedback [10, 11]. The service has been explosively popular, reaching 100 million unique users within two months [12]. Many potential applications have been identified for this tool in the health domain including streamlining workflows, triaging patients, and reducing research labor [13, 14]. However, there are concerns about information security, harmful applications (e.g., plagiarism, identity theft, misinformation), and inaccurate
outputs, colloquially referred to as “hallucinations” [15, 16].

According to one systematic review from March 2023, the quality of medical information in ChatGPT responses is moderate but too unreliable for use in a clinical setting [17]. One early study finds that TikTok users are skeptical of the credibility of health information originating from ChatGPT [18] but, on the whole, the available data tends to prioritize the physician or researcher’s perspective. Research at the intersection of dementia and Large Language Models is evolving rapidly, with promising potential applications. For example, GPT-3 can determine an individual’s dementia diagnosis from a speech sample [19]. However, information on how patients and families may be using chatbot platforms to seek out health information for themselves, or what they may find when they do, is still emerging. Recently, Hristidis and colleagues compared ChatGPT responses to google query results for questions about dementia and cognitive decline [20]. For prompts, these authors’ questions focused on information about AD, derived from the Alzheimer’s Disease Knowledge Scale, and questions focused on obtaining services and support. They found that ChatGPT performed poorly on providing time-stamped and clearly sourced information, while Google results sometimes represented commercial entities. Information retrieved from both sources scored poorly on readability. In other work, clinicians judged ChatGPT responses to AD and dementia queries to be satisfactory with some limitations [21], as did formal and informal caregivers of persons living with dementia [22].

In the present work, we ask: what is the quality of AD and dementia information encountered by users of ChatGPT? In particular, how does this information compare to vetted information from non-commercial entities with expertise in AD and dementia? Our objective is to emulate a naïve user’s search strategy when initially interfacing with ChatGPT, and to compare the quality of material obtained from the Large Language Model to comparable public-facing materials from AD-related organizations in North America. We selected prompts that were intended to simulate queries from a non-expert, based on statements that had been included on these organizations’ “Frequently asked questions” pages. We applied a validated scale for online health information to understand, in a granular way, the strengths and weaknesses of these two information sources. Similar methodologies have recently been used to assess the quality of other types of health information in response to common questions posed to ChatGPT, including total joint arthroplasty, cirrhosis and hepatocellular carcinoma, amyloidosis, and gastrointestinal health [23–26].

MATERIALS AND METHODS

Prompt selection

We collected a list of questions about AD and dementia from three organizations based in three North American countries: Canada, Mexico, and the USA. One organization per country was selected according to the following criteria: 1) operates at a national level; 2) focused on AD and dementia, rather than broader topics such as aging or health; 3) hosts a website accessible through search engines with freely available content in a question-and-answer format. Where more than one organization existed in a single country, the largest (in terms of annual revenue) was selected. Google Translate in Google Chrome was used to translate the FEDMA webpage into English, and information was then saved in its English format for further analysis.

Generation of ChatGPT responses

Questions were collected from all three organizations (Alzheimer Society of Canada n = 8, FEDMA n = 10, Alzheimer’s Association n = 2). Two duplicates were removed, leading to a final pool of 18 questions. These questions were pooled together in a randomized order (see Supplementary Methods) and presented as originally written in English or in their post-translation English format in one batch to the free version of ChatGPT (ChatGPT-3.5) available on April 11, 2023. We used an account linked to a newly-created email account, a newly-created phone number with a Canadian area code, and a Google Chrome Incognito browser window with two tracker-blocking extensions enabled: Privacy Badger and uBlock Origin [27, 28].

Analysis

Eight sets of responses were prepared for coding. For each of the three organizations, responses to the questions were extracted from the body text of their websites, excluding any graphics or offset boxes of additional information (n = 3 sets: Org_CA, Org_MX, Org_US). A pooled set of responses from all
organizations was prepared \((n = 1 \text{ set: Org}_{\text{Pooled}})\). From the set of ChatGPT responses, the questions and answers matched to each organization’s website were extracted, forming three sets of responses \((n = 3 \text{ sets: Chat}_{\text{CA}}, \text{Chat}_{\text{MX}}, \text{Chat}_{\text{US}})\). The pooled batch of ChatGPT responses was also analysed as a whole \((n = 1 \text{ set: Chat}_{\text{Pooled}})\).

Each set of responses was coded by two independent coders using the QUality Evaluation Scoring Tool (QUEST). The QUEST is a validated scale to evaluate the quality of online health information [29]. It has seven criteria: authorship, attribution, type of study, conflict of interest, currency, complementarity, and tone. Total QUEST scores can range from zero to 28, and higher scores represent higher quality of information. Each point on the QUEST is meaningful, with no standard cut-off score. For example, an overall score of 21 indicates higher quality than an overall score of 20. The complementarity score can range from zero to one. Scores on the authorship, currency, and type of study criteria can range from zero to two. Scores on the attribution, conflict of interest, and tone criteria can range from zero to six. The ‘type of study’ criteria is only assessed if articles score 2 or 3 on attribution. The two coders reached an initial inter-rater agreement of 83%, and differences in scores were resolved through discussion between coders and consultation with a third member of the research team if necessary. After discussion coders were in perfect agreement about the final scores. Word counts and Flesch–Kincaid readability of responses were calculated using analytic tools available through Microsoft Word. The Flesch–Kincaid Grade Level test yields the U.S. school grade level at which a text can be understood. Lower scores indicate a better readability [30].

**RESULTS**

The text from organizations varied in length and may have been written with different audiences in mind; responses from FEDMA (Mexico) were shorter on average than responses from the Alzheimer Society (Canada), and both organizations had responses that were much shorter than the responses from the Alzheimer’s Association (USA).

In the QUEST instrument, scores are typically assigned to the entire body of a text rather than to single questions, sentences, or paragraphs. Scores for each organization’s responses as well as ChatGPT responses to these same questions can be found in Table 1. When analyzed as a single pool, the set of responses written by the three AD organizations \((\text{Org}_{\text{Pooled}})\) received a total QUEST score of 21 out of a possible 28 points. ChatGPT responses to the same questions \((\text{Chat}_{\text{Pooled}})\) received a score of 16. Scores for individual criteria in the QUEST are depicted in Fig. 1. All organization and ChatGPT sets of responses received full points for Conflict of Interest \((\text{Org}_{\text{CA}}, \text{Org}_{\text{MX}}, \text{Org}_{\text{US}}, \text{Chat}_{\text{CA}}, \text{Chat}_{\text{MX}}, \text{Chat}_{\text{US}}; \text{“support of the patient-physician relationship”})\). All organizations and 1/3 ChatGPT responses received full points for tone \((\text{Org}_{\text{CA}}, \text{Org}_{\text{MX}}, \text{Org}_{\text{US}}, \text{Chat}_{\text{MX}}, \text{“Balanced/cautious support” of claims})\). Two ChatGPT responses \((\text{Chat}_{\text{CA}}, \text{Chat}_{\text{US}})\) received a score of three \((\text{no discussion of limitations of claims})\). Finally, one organization received a score of zero for Attribution \((\text{Org}_{\text{MX}; no sources})\), one received a score of three \((\text{Org}_{\text{CA}; scientific research was available through links})\), and one received a score of six \((\text{Org}_{\text{US}; the text referred to identifiable scientific studies})\). This score also triggered the coding of Type of Study, on which the organization \((\text{Alzheimer’s Association, USA})\) received an additional score of two \((\text{studies were clinical in nature})\). All organization and ChatGPT text responses \((\text{Org}_{\text{CA}}, \text{Org}_{\text{MX}}, \text{Org}_{\text{US}}, \text{Chat}_{\text{CA}}, \text{Chat}_{\text{MX}}, \text{Chat}_{\text{US}})\) received scores of zero for Authorship \((“author’s name and qualifications clearly stated”) scores full points) and Currency \((“article is dated within the last 5 years”) scores full points).

Text responses from organizations had a lower Flesch-Kincaid Grade Level, or better readability, than text responses from ChatGPT for the whole pooled texts \((\text{i.e., Org}_{\text{Pooled}} \text{ versus Chat}_{\text{Pooled}})\) as well as each of the three sets of text for each country \((\text{i.e., Org}_{\text{CA}} \text{ versus Chat}_{\text{CA}}, \text{Org}_{\text{MX}} \text{ versus Chat}_{\text{MX}}, \text{Org}_{\text{US}} \text{ versus Chat}_{\text{US}})\). In other words, Canadian answers to Canadian questions received a lower Flesch-Kincaid Grade Level, or higher readability, than ChatGPT answers to Canadian questions, and so on. This pattern is not driven by the multi-syllabic words “Alzheimer” or “dementia”; it holds true if these are removed. ChatGPT responses consistently averaged around 170–190 words per answer, while responses from AD organizations were more varied \((90–905 \text{ words})\).
Table 1
Characteristics of text responses from across sources

<table>
<thead>
<tr>
<th>Source of questions</th>
<th>Source of responses</th>
<th>QUEST Total¹</th>
<th>Flesch-Kincaid Grade Level²</th>
<th>Average words per response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alzheimer Society (CA)</td>
<td>Organization</td>
<td>16</td>
<td>9.0</td>
<td>112</td>
</tr>
<tr>
<td>Federacion Mexicana de Alzheimer (MX)</td>
<td>Organization</td>
<td>13</td>
<td>12.3³</td>
<td>90⁴</td>
</tr>
<tr>
<td>Alzheimer’s Association (US)</td>
<td>Organization</td>
<td>21</td>
<td>11.2</td>
<td>905</td>
</tr>
<tr>
<td><strong>Pooled</strong></td>
<td><strong>Organization</strong></td>
<td><strong>21</strong></td>
<td><strong>10.9</strong></td>
<td><strong>185</strong></td>
</tr>
<tr>
<td>Alzheimer Society (CA)</td>
<td>ChatGPT</td>
<td>10</td>
<td>12.9</td>
<td>169</td>
</tr>
<tr>
<td>Federacion Mexicana de Alzheimer (MX)</td>
<td>ChatGPT</td>
<td>16</td>
<td>14.3</td>
<td>190</td>
</tr>
<tr>
<td>Alzheimer’s Association (US)</td>
<td>ChatGPT</td>
<td>9</td>
<td>13.7</td>
<td>193</td>
</tr>
<tr>
<td><strong>Pooled</strong></td>
<td><strong>ChatGPT</strong></td>
<td><strong>16</strong></td>
<td><strong>13.7</strong></td>
<td><strong>181</strong></td>
</tr>
</tbody>
</table>

FEDMA (MX) text was auto-translated from Spanish to English before coding. ¹Higher scores indicate higher quality of information. ²Lower scores indicate better readability. ³Score of 17.9 in the original Spanish. ⁴An average of 96 words per response in the original Spanish.

DISCUSSION

At present, when a non-expert user accesses information about AD and other dementias using the ChatGPT chatbot, they are likely to find information that is similar in quality to content originating from North American AD organizations, but with critical differences. ChatGPT, like official channels, avoids endorsing specific products and instructs the reader to speak with a physician about questions and concerns. However, AD organizations were more likely than ChatGPT to explicitly state the limits of cur-
rent scientific knowledge, and to use more accessible language. They also referred or linked to specific, identifiable scientific literature, while ChatGPT made no such statements, and other work finds it to be unreliable when it does refer to specific research findings [15, 16, 31]. Although organization responses had a better readability than ChatGPT responses, none of the sets of responses achieved the desired readability level for public-facing patient health information (< grade 6) [32]. We suggest that efforts be made to improve the readability of health information sources online so that patients can derive maximum benefit from these resources.

This paper focused on the experience of users who may access ChatGPT to answer their questions about AD and other dementias. However, this research has further implications for clinical practice and research. Some individuals view the internet as a highly accessible source of dementia information, especially when a healthcare professional is unavailable [1], and ChatGPT is another popular resource that individuals may use to get answers to their questions [12]. ChatGPT’s accessibility may contribute to improved health literacy, but may also facilitate the spread of misinformation among users, influence decision-making in healthcare, and expose users to biases in the information provided [14]. Evidence-based guidelines are urgently needed to ensure that ChatGPT is used in a way that benefits patients, healthcare delivery and research progress.

We simulated the experience of a naïve, English-speaking North American user accessing ChatGPT, rather than using a variety of prompts to probe all possible answers from the chatbot. This is a limitation of the study, as the program can give different responses to the same question at different timepoints and is sensitive to prompt wording; it may even reverse yes-and-no answers about health material [33]. However, based on preliminary tests conducted by the authors to inform the final methodology, answers to simple questions tended to be somewhat shallow and repetitive, as others have reported [34]. The text we sourced from the three organizations was not perfectly matched; for example, the answers from the Alzheimer’s Association were in the format of a brief FAQ page, and these may be intended for slightly different audiences. For these reasons, the three sources should not be directly compared to one another but rather taken as examples of the types of communications national AD organizations may offer. Furthermore, we did not capture online information from provincial- or state-level organizations, nor from national health websites that are broader in scope (e.g., National Institute on Aging). Our data represents one snapshot of a user’s potential search behavior when seeking AD and dementia online but does not comprehensively cover all possible results in this scenario.

Another limitation of this work was the use of an auto-translated version of the FEDMA (Mexico) page, which may have introduced slight changes in meaning that could have affected certain scoring criteria, despite Google Translate software’s high accuracy for Spanish-to-English translations [35]. Average words per response was not meaningfully altered in the translation process (English: mean of 90 words per response; Spanish: 96 words). Readability in the original Spanish was lower (i.e., higher grade level) than the English translation. Translation differences are unlikely to affect the QUEST elements that are operationalized with concrete features that are either present or absent, such as the inclusion of sources (Attribution) or statements of support for the physician-patient relationship (Complementarity). However, the Tone score should be interpreted with some caution. We believe that, on balance, the inclusion of the FEDMA data is still valuable and aligns with the results from the Canadian and US sources.

Importantly, official AD sites contained high-quality information that was not captured by the QUEST scale, including links to resources about stigma, recommendations about person-first language, resources for care partners, and contact information for users to connect with local and in-person resources. ChatGPT responses did not include these types of information.

Finally, as part of our analysis, we evaluated all organization responses as a pooled text. Although analyzing pooled responses serves as a method to compare the overall quality of organization and ChatGPT-generated information, we cannot exclude the possibility that the quality of ChatGPT answers might have differed when presented with questions from one source at a time.

Our results align with prior work comparing dementia information from ChatGPT to general Google search queries which found that ChatGPT information had a low readability and a lack of sources or timestamps [20]. The unique contributions of the present work are the comparison specifically to non-partisan, non-profit websites as high-quality sources of online information and the use of a
validated scale for a multi-dimensional evaluation of content quality. Specifically, our findings that ChatGPT did provide statements of support for the patient-physician relationship, did not endorse specific products, and failed to discuss limitations of claims are all novel.

The QUEST instrument places value on the presence of authorship and currency information and references to identifiable high-quality scientific literature of particular types. We found that both ChatGPT and the organization websites did not provide author/source identities or credentials, nor did they provide timestamped information. ChatGPT in the form we examined here does not prioritize these things and seldom includes them unless explicitly instructed by prompting. This reflects the methods used to construct Large Language Models and their priorities; outputs represent learned patterns from the training data, rather than traceable, clearly sourced statements with a human author that is accountable for making them. This is different from the potential goals of an organization, and non-profit health bodies may want to take advantage of their ability to increase the transparency of their information along these dimensions as a feature that sets them apart from Large Language Models.

Healthcare providers should keep the strengths and limitations of ChatGPT in mind as they counsel patients on whether to use this new resource and how to do so appropriately. Based on this early evidence, persons living with AD and other dementias will find mostly correct but shallow information and will not be connected to the local and specific resources they may need. The tool is likely to rapidly evolve, and its future impact on patients and families will require ongoing exploration. The types of information accessed by patients, the impact that this has on real health decision-making behaviors, and the future of Large Language Models are all outstanding and urgent questions.
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