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CT scan images

Neeraj Venkatasai L. Appari∗ and Mahendra G. Kanojia
Department of Computer Science, Sheth L.U.J. and Sir M.V. College, Mumbai, Maharashtra, India

Abstract. COVID-19 is a contagious respiratory illness that can be passed from person to person. Because it affects the lungs,
damages blood arteries, and causes cardiac problems, COVID-19 must be diagnosed quickly. The reverse transcriptase polymerase
chain reaction (RT-PCR) is a method for detecting COVID-19, but it is time consuming and labor expensive, as well as putting the
person collecting the sample in danger. As a result, clinicians prefer to use CT scan and Xray images. COVID-19 classification can
be done manually, however AI makes the process go faster. AI approaches include image processing, machine learning, and deep
learning. An AI model is required to diagnose COVID-19, and a dataset is necessary to train that model. A dataset consists of the
information from which the model is trained. This paper consists of the review of different image processing, machine learning
and deep learning papers proposed by different researchers. As well as models based on deep learning and pretrained model using
gradient boosting algorithm The goal of this paper is to provide information for future researchers to work with.
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1. Introduction

Humans have encountered many contagious diseases
throughout history, resulting in pandemics and epi-
demics [1]. There were no advanced answers to these
difficulties in the past, which resulted in several neg-
ative human consequences. COVID-19 [2] is a novel
disease kind that has arisen. It’s a member of the SARS
family [3]. According to WHO, there were 198,778,175
confirmed cases of COVID-19 as of mid-August 2021,
with 4,235,559 deaths and a total of 3,886,112,928 vac-
cination doses [4]. However, unlike in the past, there
are now significantly more effective methods for detect-
ing and diagnosing COVID-19, including RTPCR [5].
However, RT-PCR is not only time expensive, but it also
has a high false negative rate [6]. As the prevalence of
covid 19 grows, a better approach is required to address
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these issues. This is where AI [7] comes in. In the past,
AI has proven to be extremely beneficial in the medical
field [8]. AI has come a long way. In [147]. Elleuch Mo-
hamed et al. employed a pre-trained VGG-16 architec-
ture to recognise characteristics in plant leaves in agri-
cultural fields. Valappil et al. applied CNN-SVM ma-
chine learning method [148] for vehicle detection utilis-
ing Unmanned aerial vehicles (UAVs). For Arabic word
detection from natural photos, Oulladji et al. used en-
semble learning approaches such as Support Vector Ma-
chine, Neural Networks, and Adaboost boosting algo-
rithm in [149]. However, because AI alone cannot solve
the problem, CT scan and X-ray images are used. Using
CT scan images and transfer learning techniques, Souza
et al. utilized Mask R-CNN for lung segmentation in
2021 [150]. In the medical industry, CT scan and CXR
images are employed for a variety of purposes [9,10].
Deep Learning [11], Machine Learning [12], and Image
Processing [13] are some of the AI technologies that
can be utilised to distinguish COVID-19 patients from
CAP (Community Acquired Patients) [14].
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This paper discusses a few ways for detecting
COVID-19 in CT scan and X-ray images utilising Ma-
chine Learning, Image Processing, and Deep Learn-
ing techniques. The models that we implemented us-
ing Deep Learning and Pretrained models are also in-
cluded in this work [15]. Websites such as IEEE Xplore,
SpringerLink, and Arvix were used to choose the pa-
pers. Google Scholar was utilised to find papers, and the
key words used were COVID-19, CNN, Machine Learn-
ing, Image Processing, Deep Learning Techniques, Pre-
trained model and Datasets. The purpose of this publi-
cation is to give future scholars with knowledge about
COVID-19 prediction via AI techniques and also pre-
dict COVID-19 with different AI technique. To work
with these models, there should be a suitable dataset;
the dataset should be divided into training and testing
sets at a ratio of 10:90, but this might vary depending
on the model. ImageNet is one of the datasets which
has over 10 million images [112]. The data that is used
to train the model, also known as seen data, is data that
is processed repeatedly in order to enhance the model’s
accuracy. The data used to evaluate whether the model
is performing properly or not is known as testing data
or unseen data. To minimise overfitting, the dataset is
sometimes segregated into validation data, which is
used to validate the data after using the testing data to
ensure that the model is not becoming accustomed to
the testing data. It occurs as a result of the model being
trained in the training data for an excessive amount of
time. It removes irrelevant data from the training data
and adjusts the model’s memory to be as near to it as
possible. Overfitting is caused by a low error rate in
training data and a high error rate in testing data. Un-
derfitting refers to when a model is unable to create a
relationship in the model, resulting in a high error rate
in both training and testing data. It is caused by a model
that is too simplistic, has been trained insufficiently, or
has a dataset with insufficient characteristics. It is also
created by forcing the model to end training in order to
minimise overfitting. This procedure is known as early
stopping. To prevent the issues of underfitting and over-
fitting, the machine learning algorithm should ensure
that the data fits the model perfectly. The first section of
this paper consists of Introduction, the second section
provides information about different research papers
of deep learning techniques, the third section provides
information about different studies which have used im-
age processing technique, fourth section mentions the
different papers that have been used in this study using
machine learning techniques. Fifth section is about our
COVID-19 prediction pretrained model. Sixth section

is about our deep learning model for COVID-19 predic-
tion, seventh section is the comparison table of different
papers. Eight section is conclusion and Ninth Section is
References.

2. Methods for deep learning technique

Neural networks are the most common deep learn-
ing method. Deep learning is utilized in image recog-
nition, speech recognition, and other applications. It’s
also used to categorize things. Deep learning is a sub-
set of machine learning, in which basic concepts are
employed to train the model, whereas artificial neu-
ral networks are utilized to mimic human behaviour
in deep learning. The number of layers in an ANN in-
dicates how deep the network is. The neural network
works in a similar fashion to the brain. Artificial neural
networks, like neurons in the brain, include nodes that
carry signals. Thousands of these nodes are connected
to each other and carry the signals all over the place.
Deep learning, as a result, necessitates the use of so-
phisticated hardware. When there are several output
categories, the dataset should be labelled dataset. Be-
cause the dataset being used is so enormous, training
takes a long time, sometimes even weeks. As a result,
several researchers apply transfer learning techniques
to overcome the time problem. Transfer learning is the
act of taking an existing model that has previously been
trained for a short period of time and then inputting
new data into the model that the researchers want to
model by making modest changes to the network. The
time it takes to train the model is reduced to hours or
potentially a few days because the model has already
been taught for a while and does not have to start from
scratch. Deep learning is used for feature extraction,
and the performance of deep learning models can be
improved by using GPUs.

1. Convolutional Neural Networks (CNN) [16] –
Convolution layers, pooling layers, and fully con-
nected layers are among the building components
of the CNN architecture. A typical design com-
prises of one or more completely linked layers
followed by a stack of many convolution layers
and a pooling layer. Forward propagation refers to
the process of transforming input data into output
data using these layers. Because a feature can ap-
pear anywhere in the image, CNNs are extremely
efficient for image processing. Extracted features
can evolve hierarchically and progressively more
complicated as one layer feeds its output into the
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next layer. Training is the process of adjusting pa-
rameters like kernels in order to reduce the dispar-
ity between outputs and ground truth labels using
optimization algorithms like backpropagation and
gradient descent, among others.

2. DenseNet [17] – DenseNets takes advantage of
the network’s potential by reusing features, result-
ing in condensed models that are simple to train
and extremely parameter efficient. Concatenating
feature-maps learned by distinct layers improves
efficiency and enhances variety in the input of
following levels.

3. MobileNet [18] – MobileNets are built on a sim-
plified design that builds light weight deep neu-
ral networks using depth-wise separable convo-
lutions. With the exception of the final fully con-
nected layer, which has no nonlinearity and feeds
into a softmax layer for classification, all layers
are followed by batchnorm and ReLU nonlinear-
ity.

4. Xception [19] – A linear stack of depthwise sepa-
rable convolution layers with residual connections
makes up the Xception architecture. This makes it
very simple to specify and adjust the architecture.

5. Inception [20] – The Inception module’s goal is
to make this process easier and more efficient by
breaking it down into a set of operations that look
at cross-channel correlations and spatial correla-
tions separately.

6. ResNet [21] – Residual learning frameworks are
simple to train and cope with overfitting con-
cerns in networks that are significantly deeper
than those employed in prior techniques. They are
used as the backbone of the majority of systems.
It is a deep CNN architecture with the idea of
layer skipping, also known as identity shortcut
connection.

7. VGG [22] – These are pretrained models i.e.,
models are already trained, VGG16 has 16 layers
(13 convolutional and 3 fully connected layers)
and VGG19 which has 19 layers (16 convolutional
and 3 fully connected layers).

8. Lenet-5 [23] – It is a pretrained model which has
5 layers.

9. EfficientNet [24] – EfficientNets are a family of
models that use neural architecture to create a
new baseline network and scale it up to achieve
considerably greater accuracy and efficiency than
prior ConvNets [25].

10. AlexNet [27] – First architecture that used Con-
volutional layers.

11. GoogleNet [28] – It is an google architecture.
12. U-Net [29] – The U-Net design is made up of

two paths: a contracting path and an expansive
path, with the layers from the contracting path
concatenated to the expansive path. It has a U-
shape to it.

Zhao et al. suggested [119] in 2020. They provided
datasets and used DenseNet to create their model, which
had an accuracy of 84.7 and precision of 97 using CT
scan pictures. In 2020, Hilmizen et al. proposed [31]
for covid 19 detection using CT scan and X-ray images.
They used various models such as ResNet, DenseNet,
and others, but the best results were obtained by com-
bining ResNet50 and VGG16, as well as by combining
Densenet121 and MobileNet. Both methods had a simi-
lar accuracy of 99.87 and sensitivity of 99.74. Islam and
Matin proposed [32] in 2020 that they employed Lenet
CNN for COVID-19 detection and achieved accuracy
of 86.06 percent and precision of 85 percent with CT
Scan images. Anwar and Zakir proposed [33] in 2020
that they used EfficientNet b4 with CT Scan pictures to
detect COVID-19. They employed three learning rates:
plateau, cyclic, and constant, however plateau produced
the best results, with an accuracy of 0.90. Sari et al.
proposed [34] in 2020, using CNN with CT scan pic-
tures to achieve a precision of 98.0 and an accuracy
of 97.57. Tabik et al. suggested [37] in 2020, using
COVID-SDNET, which combines many approaches
such as ResNet, U-Net, FuCiTNET [38], and CNN, to
achieve an accuracy of 81.00 percent. In 2020, Khan et
al. employed inflated Inception and ResNet50 with CT
scan images for COVID-19 detection [39], with an ac-
curacy of 0.84. They used two separate datasets, CC-19
and Covid-CT. In 2020 [40], James and Sunyoto em-
ployed CLAHE (Contrast Limited Adaptive Histogram
Equalization) [41] in conjunction with CNN to achieve
an accuracy of 83.28 percent and precision of 81.57
percent. In 2020, Dastider et al. proposed [42] that they
used Otsu Thresholding [43] and CNN in their work
for not only COVID-19 detection but also for distin-
guishing between normal, COVID-19, Viral Pneumo-
nia, Bacterial Pneumonia, and Mycoplasma Pneumonia
patients using CT scan images while also working with
ResNet152V2 as backbone for their ResCovNet archi-
tecture. In 2020, Mohammed et al. applied CNN and
updated ResNet in COVID-19 detection using CT scan
images, achieving a precision of 0.819 and accuracy
of 0.776 [44]. Wang et al. used 3D U-net [45] and 3D
ResNet combined with CNN for COVID-19 identifica-
tion in 2020 [46], achieving 93.3 percent accuracy and
87.6 percent sensitivity. In 2020, Cia et al. proposed [47]
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using CT scan images to diagnose COVID-19. They
utilised CNN and ResNet and obtained an accuracy of
0.94 and precision of 0.97. Tabarisaadi et al. used a
Bayesian approach for COVID-19 identification using
CT scan in 2020 [48], along with three Bayesian algo-
rithms, CNN and VGG16 in their work, and the results
for regularised ensemble learning were 82.6 accuracy
and 0.84 precision. Seum et al. proposed [49] in 2020,
using several variations of ResNet and DenseNet, as
well as VGG16 and VGG19, to detect COVID-19 in CT
scan images. In DenseNet201, they had the best overall
performance, with an accuracy of 89.92 percent and
precision of 92.74 percent. For COVID-19 detection
CT scan pictures, Kaya et al. [50] employed a variety of
algorithms, including CNN, VGG16, EfficientNetB3,
ResNet50, and Mo-bileNetV2, however EfficientNetB3
produced the best results, with an accuracy of 0.97
and sensitivity of 0.97. Padma and Kumari proposed
employing CNN for COVID-19 detection using X-ray
imaging in 2020 [51]. They achieved a precision of 100
percent and accuracy of 98.3 percent. In 2020, Qaqos
and Kareem proposed [52] for COVID-19 detection
using X-ray images. They used CNN for their work,
and they divided the research into four classes, with the
fourth class distinguishing between normal, COVID-19,
Pneumonia, and Tuberculosis patients. They obtained
an accuracy of 94.53 and precision of 92.67, 95.83,
95.97, and 95.65 for normal, COVID-19, Pneumonia
and Tuberculosis patients respectively. Yener and Ok-
tay proposed [53] in 2020 that they employed VGG16,
VGG19, and Xception for COVID-19 detection using
CT scan pictures, and that VGG16 had the best re-
sults with a learning rate of 10-4, accuracy of 0.91, and
precision of 0.94. In 2021 Bougourzi et al. used algo-
rithms such as ResneXt-50, Densenet-151, Inception-
V3, WideResneXt for patient level and slice level clas-
sification for distinguishing normal, COVID-19, and
CAP (Community Acquired Pneumonia) patients using
CT scan images in 2021 [54], with an overall accu-
racy of 87.75 percent and sensitivity of 95.83 percent,
96.36 percent, and 52.63 percent. Chaudhary et al. em-
ployed EfficientNet to detect COVID-19 and CAP in
2021 [55], with stage 1 accuracy of 97.7% for COVID-
19 and 94.7 for CAP, and stage 2 accuracy of 89.3%. In
2021, Wu et al. proposed [56] a Joint Classification and
Segmentation (JCS) based diagnosis system to deliver
diagnosis findings for COVID-19 detection. They em-
ployed ResNet and achieved a sensitivity of 95% and
a specificity of 93%. In 2021, Jiang et al. proposed a
Siamese network-based model for COVID-19 identi-
fication utilising Xception with CT scan images [57],

with an accuracy of 0.8040 ± 0356 and an F1 score
of 0.7998 ± 0384 in their research. Xue [58] used 3D
based learning for COVID-19 diagnosis in 2021, with
an accuracy of 86.84 percent and a sensitivity of 87.79
percent using 3DResNet50 and CNN. In 2021 [59],
Sanagavarapu et al. employed the CLAHE algorithm
for COVID-19 diagnosis, as well as CNN and ResNet,
and obtained an accuracy of 0.87 and precision of 0.91.
In 2021, Dutta et al. used Deep Neural Network and
inception in their CNN model to diagnose COVID-19
using CT scan images [60], with an accuracy of 84
percent. Amran et al. proposed [61] in 2021 utilising
CNN and variations of U-Net to distinguish be-tween
COVID-19 and CAP, with an accuracy of 87.9 and sen-
sitivity of 90.7. Berrimi et al. proposed [62] in 2021 for
creating an automated for assisting doc-tors in COVID-
19 diagnosis using X-ray and CT scan images. They
used Inception V3 and DenseNet in their work, and
they achieved an accuracy of 85% with Inception V3 in
CT scan images and 95% with enhanced DenseNet in
X-ray images. In 2021, Heidarian et al. introduced the
“CT-CAPS” [63] capsule network-based architecture.
They employed the R231CovidWeb U-Net model and
yielded an accuracy of 89.8% and sensitivity of 95.5
percent. Rodrguez et al. proposed [64] using 3D CNN
with CT scan images to diagnose COVID-19. They used
LTC (Long Term Convolutional Nets), I3D (Inflated 3D
ConvNet), and 2D U-Net for lung segmentation and got
a precision of 98 percent for non-Covid and 96 per-cent
for Covid in LTC and 96 percent for non-Covid and
100 percent for Covid in I3D. Sharma employed the
CNN model with X-ray images in 2021 [65], but they
also used VGG16 and VGG19 since they both produced
superior accuracy of 0.97 compared to 0.94 for CNN,
but their CNN model required less computational re-
sources than VGG16 and VGG19. Kumar et al. pro-
posed [66] in 2021, in which they tested VGG16 and
ResNet models for COVID-19 identification using CT
scan and X-ray pictures, as well as CLAHE, U-Net,
and CNN for image cropping and histogram equalisa-
tion. They discovered that VGG16 provided superior
accuracy while ResNet was more dependable, result-
ing in an accuracy of 0.974 and an F1 score of 0.979.
In 2021, Nawshad et al. proposed [67], in which they
used different approaches such as VGG16, ResNet, and
Xception with little variation with X-ray images, which
was not only useful for COVID-19 detection but also
proved useful for viral pneumonia, but they got the best
accuracy in ResNet model 96.79 percent, which had at-
tention module in each block. Garg et al. proposed [68]
that they employed CT scan to train three level clas-
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sifiers (pretrained, patient level, and slice level) using
ResNet50 to differentiate between COVID-19, CAP,
and normal patients, with an overall accuracy of 88.57.
In 2021 Subrato Bharati et al. [146]. used CO-ResNet
for COVID-19 detection using X-ray images and they
got accuracy of 90.90% and precision of 90.20%.

3. Methods for image processing technique

This section contains details on the various machine
learning and image processing techniques utilized in
the research articles presented here. Image processing
is a technique for extracting or obtaining usable infor-
mation from an image, such as characteristic features,
by performing operations on it. An algorithm is used to
convert the low-resolution image to a higher-resolution
image. It was originally implemented in 1960 with the
sole objective of improving image quality. In 1972,
British engineer EMI Hounsfield invented x-ray com-
puted tomography for head diagnosis utilizing image
processing. Feature extraction, categorization, and pat-
tern recognition are the most basic image processing
applications. The purpose of image processing is to lo-
cate areas of greyscale. There are two types of image
classification: supervised classification and unsuper-
vised classification. In supervised categorization, par-
ticular training data is used with the use of “training
sites” to determine what information is known. The
huge unknown data with natural groupings is employed
in unsupervised classification.

1. Ground Level Co-occurrence Matrix (GLCM) [69]
– Textural characteristics based on gray tone spa-
tial dependencies are presented, along with exam-
ples of their use in three different types of image
data categorization tasks.

2. Local Binary Pattern (LBP) [70] – The texture
categorization model LBP was first described in
1990. It divides the image’s pixels by the nearby
pixels, yielding a binary number. As LBP, im-
age data for texture classification is represented
in a histogram. Uniform patterns are utilized to
shorten the length of the feature. In LBP, a pat-
tern is considered a uniform pattern if it has two
bitwise transitions from 0 to 1 or vice versa when
traversed in a circle. Patterns that are uniform and
non-uniform are labeled individually.

3. Histogram of gradients (HOG) [71] – Robert K.
McConnell first described HOG, a feature extrac-
tion model used in image processing, in 1996.
To evaluate well-normalized local histograms of
image gradient orientations, the approach uses a
dense grid.

4. Grey Level Run Length Matrix (GLRLM) [72] –
It is similar to Ground Level Co-occurrence Ma-
trix (GLCM). The Gray Level Run Length Ma-
trix is a technique for obtaining statistical texture
properties of higher order.

5. Grey Level Size Zone Matrix (GLSZM) [73] – It
is concerned with the total number of grey zones
in the given image.

6. Local Directional Pattern (LDP) [74] – It la-
bels each pixel in a picture by comparing its P-
neighbor values to the center value and then con-
verting the result to a binary integer.

Luqy Nailur Rohmah and Alhadi Bustaman [75] pro-
posed a study in 2020 about classification using image
processing techniques to identify COVID-19. They uti-
lized various combinations of GLCM, HOG, and LBP,
as well as PCA and SVM, and reached accuracy of 99.4
using CT scan pictures and 97 using x-ray images. Ze-
bari et al. proposed a paper in 2020 [76] for detecting
COVID-19 by extracting different features from images
and then feeding into classifiers. They used FD, GLCM,
and LBP for feature extraction and KNN, ANN, and
SVM for classifiers, and the best results were obtained
using ANN and KNN, with an accuracy of 96.91 and
precision of 95.77. Mucahid Barstugan, Umut Ozkaya
and Saban Ozturk published a paper [77] in 2020 about
classification of COVID-19 using feature extraction and
machine learning. They used GLCM, LDP, GLRLM,
GLSZM, and DWT [86] for image processing and SVM
for machine learning. They divided the dataset into 5
parts in terms of subset while obtaining the results. The
findings of the 76 non-infected and 106 infected pa-
tients were included in the fifth subset. Using the DWT
feature extraction approach, they extracted 1024 fea-
tures and performed 10-fold cross validation to get a
best result of 97.28 ± 2.9 accuracy and 100 precisions.
In 2021, Yasar and Ceylan proposed a paper [78] for
COVID-19 detection using texture analysis, machine
learning, and deep learning. KNN and SVM were used
as machine learning techniques, and it was discovered
that SVM was more successful. It was also discovered
that using GLCM and LE for-feature extraction would
improve SVM results, whereas using feature LBP and
LE for-feature extraction would improve KNN results.
Using CNN and deep learning, it was discovered that
MobileNet had the best result, although AlexNet was
the fastest in terms of classification time. Using all of
these factors, they obtained a mean accuracy of 0.9473
in 2-fold cross validation and 0.9599 in 10-fold cross
validation.
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4. Methods for machine learning technique

This Machine learning is a data science approach
that improves over time without requiring the usage
of computer code. It develops itself by incorporating
various user inputs. In general, machine learning in AI
is used to replicate human thinking by using data pro-
vided by people. Big firms like Facebook and Google
build and enhance their apps by asking consumers a
variety of questions and incorporating their responses.
It takes the inputs and processes them in order to pre-
dict new values. supervised machine learning, unsu-
pervised machine learning, semi-supervised machine
learning, and reinforcement machine learning are the
four types of machine learning. To acquire its findings,
supervised machine learning employs labelled datasets;
it’s utilized for classification, and some of the methods
employed include linear regression, naive bayes, and
support vector machines, among others. The employ-
ment of algorithms to deal with unlabeled data is known
as unsupervised learning. It can be beneficial in locat-
ing hidden elements in data. It’s utilized for both pic-
ture and voice recognition. Neural networks, KNN, and
other approaches are employed in the algorithm. Semi-
supervised learning is a combination of supervised and
unsupervised learning. The train data used is small la-
belled data whereas the testing data is used in large un-
labeled clustered data, it is sued to solve the problem of
the having less training data. Reinforcement learning is
like supervised learning but instead of using supervised
learning it uses constant trial and error and with each
successful outcome it reinforces the data and thus the
name reinforcement learning. Machine learning helps in
business and provide market. Applications of machine
learning include image recognition, speech recognition,
whether predictions, etc. Ensemble learning [79] is also
a machine learning technique which combines different
machine learning techniques in order to make a better
model. Ensemble learning increases the performance of
the model by achieving greater accuracy also makes the
model robust.

1. Support vector machine (SVM) [80] – Solving a
restricted quadratic optimization problem is used
to train SVM. This means, among other things,
that each set of SVM parameters has a unique op-
timum solution. This is in contrast to other learn-
ing machines, such as backpropagation-trained
Neural Networks.

2. Principal Component analysis (PCA) [81] – PCA
is a method for lowering the dimensionality of
such datasets, boosting interpretability while min-
imizing information loss.

3. K-Nearest Neighbor [82] – The k-Nearest-
Neighbors (kNN) technique of classification is a
basic yet effective method. The two most signif-
icant disadvantages of kNN are (1) its poor effi-
ciency (being a lazy learning approach precludes
it from being used in many applications, such as
dynamic web mining for a big repository) and (2)
its reliance on the selection of a “good value” for
k.

4. Random Forest (RF) [83] – Because it can tol-
erate missing values and can handle continuous,
categorical, and binary data, the Random Forest is
ideal for high-dimensional data modelling. Ran-
dom Forest is robust enough to overcome the con-
cerns of overfitting thanks to the bootstrapping
and ensemble technique, therefore there is no need
to trim the trees.

5. Support Vector Clustering (SVC) [84] – Because
SVC was created as an expansion of H.264/AVC,
the majority of H.264/components AVC’s are em-
ployed as stated in the standard. Motion com-
pensation, intra prediction, transform and entropy
coding, the deblocking filter, and Network Ab-
straction Layer (NAL) unit packetization are all
included.

6. Artificial Neural Network (ANN) [85] – The use
of artificial neural networks (ANNs) helps re-
searchers to partially overcome some of the con-
straints of standard statistical approaches in their
research. The use of ANNs, for example, does not
require specific assumptions about the distribu-
tions of the system variables and their reciprocal
relationships.

7. Gradient Boosting Decision Tree (GDBT) [87] –
It is a boosting algorithm similar to random forest
and xgboosting algorithm.

8. Adaboost [88] – Without any prior knowledge of
learner learning, the Adaboost (adaptive boost-
ing) method operates by altering weight. The Ad-
aBoost method has mostly been studied and ap-
plied to classification problems.

9. Multilayer perceptron (MLP) [89] – The signals
are only sent in one way inside the network: from
input to output. There is no loop since each neu-
ron’s output has no effect on the neuron itself.

10. Randaugment [90] – RandAugment’s main pur-
pose is to eliminate the requirement for a separate
search phase on a proxy task. RandAugment has a
much smaller search field, allowing it to be trained
directly on the target job without the requirement
for a proxy task.
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11. Long Short-term Memory Model [91] – The
LSTM technique is quite similar to the gradient
boosting approach. It was created to eliminate
back-flow errors.

12. Logistic Regression [92] – Logistic model out-
performs an intercept-only model, it is considered
to provide a superior fit to the data (also called
the null model). Because it contains no predictors,
an intercept-only model is a suitable baseline. As
a result, this model predicts that all observations
will fall into the greatest out-come category.

13. Linear Regression [93] – A statistical approach for
estimating the value of a dependent variable from
an independent variable is linear regression. The
relationship between two variables is measured
using linear regression. It’s a type of modelling
in which one or more independent variables are
used to predict a dependent variable.

14. K-Means [94] – K-means is an iterative, numer-
ical, unsupervised, non-deterministic approach.
It is easy and quick; hence it has shown to be a
very useful strategy for producing good clustering
results in many practical situations. However, it’s
ideal for making globular clusters.

Annisa Utama Berliana and Alhadi Bustamam sug-
gested [95] a method for ensemble learning for catego-
rization of COVID-19 in 2020. They employed SVC,
KNN, and RF to obtain a 99 percent accuracy. X-rays
have a precision of 98 percent and a recall of 100 per-
cent, whereas CT scans have a precision of 97 percent
and a recall of 97 percent. Tabrizchi et al. proposed a
paper [96] in 2020 for using various machine learn-
ing, ensemble learning, and neural networks, such as
SVM, Nave Bayes, CNN, MLP, Adaboost, and GDBT,
to find an intelligent and accurate solution for COVID-
19 detection, and they discovered that SVM and CNN
outperformed all of them, with accuracy of 0.9920 and
0.9670, and precision of 0.9819 and 0.9724. Sharma
submitted research [97] in 2020 that looked at CT im-
ages of 200 infected individuals and utilized machine
learning to detect COVID-19. They used ResNet and
Gradcam [36] and got a 91 percent accuracy rate. In
2020, Luca Brunese, Fabio Martinelli, Francesco Mer-
caldo, and Antonella Santona published a study [98]
that employed machine learning approaches to detect
COVID-19 patients. They used KNN and obtained a
precision of 0.968 for COVID-19 patients and 0.955 for
other patients. In 2020, Rezaee et al. proposed [99] a
hybrid deep transfer approach for COVID-19 identifica-
tion, which used both machine learning and deep learn-
ing. They employed SVM, CNN-CaffeNet, AlexNet,

VeggF, KNN, and MLP to achieve a precision of 0.995
and accuracy of 0. 994. An ensemble learning approach
for diagnosing COVID-19 using CT scan images was
suggested by Bingyang Li, Qi Zhang, Yinan Song,
Zhicheng Zhao, Zhu Meng, and Fei Su in a publica-
tion [100]. They achieved accuracy of 86.73 percent
and sensitivity of 87.27 percent for COVID-19 patients,
68.42 percent for CAP patients, and 100 percent for
normal patients using flip-and-shift augmentation, Ran-
dAugment, AdaBoost, EfficientNet, K-means, and Ima-
geNet. A review study on machine learning approaches
was offered by Siddiqui et al. in 2021 [101]. SVM,
KNN, Logistic regression, and LSTM were the machine
learning algorithms employed. They discovered that
LSTM surpasses them all, with an accuracy of 99.68
percent, whereas SVM, KNN, and logistic regression
only managed 96.20 percent, 95.30 percent, and 97.20
percent, respectively. A review study [102] by Ameer
Sardar Kwekha Rashid, Heamn N. Abduljabbar, and
Bilal Alhayani on covid- analysis of 19 They looked
at 14 publications, five of which were about logistic
regression, three were about ANN, and two were about
CNN. They also looked at one study each about linear
regression, K means, and KNN.

5. Prediction using pretrained model

In this study, a Pretrained model was used to iden-
tify COVID-19. Pretrained models are those who have
previously been trained by someone else. As a result,
rather of creating a model from scratch, one might use
an existing model to solve their problem. Transfer learn-
ing is commonly used by pretrained models since it
relies on prior information to tackle present problems.
Feature and parameter transfer are both part of the pre-
training process. In feature transfer, pre-train effective
feature representations are used to improve the model’s
performance. Parameter transfer methods work on the
assumption that source and target tasks can exchange
model parameters or previous distributions of hyper-
parameters. The capacity to work with less data, the re-
moval of the requirement to construct a model because
one already exists, and the ability to attain high per-
formance in a short amount of time are all advantages
of using a pretrained model. We employed the VGG16
model, which had been pre-trained. Zisserman and
Simonyan “VERY DEEP CONVOLUTIONAL NET-
WORKS FOR LARGE-SCALE IMAGE RECOGNI-
TION” [22] was suggested in 2015. They used the Con-
vNet (Convolutional Neural Network) Model in that
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study to improve the model and raise its accuracy. They
used their model in the ILSVRC competition. In 2014,
they won with a 25.3 percent loss. They implemented
VGG Net-D (16 layers) and VGG Net-E (19 layers),
and their picture classification results were 89.7 mean
AP in VOC-2007, 89.3 mean AP in VOC-2012, 92.7
0.5 mean class recall in Caltech-101, and 86.2 0.3 mean
class recall in Caltech-256 [104]. For picture levee clas-
sification, we use Xgboost [103], which can also be
done using deep learning, however deep learning takes
a large amount of data, often millions to thousands of
photographs. However, if that much data isn’t accessi-
ble, deep learning models produce poor outcomes and
underperform. Boosting techniques such as Xgboost,
Adaboost, random forest, and others are better to em-
ploy at that time. Because employing boosting algo-
rithms instead of a deep learning model will yield far
better outcomes.

5.1. Model

VGG16 uses a 224 by 224 RGB picture with a fixed
size. With the filters set to 33%, the picture is processed
through a convolutional (conv.) layer stack. Padding is
1 pixel for 3 × 3 conv. layers. Spatial pooling is done
via five max-pooling layers that follow part of the conv.
layers. Stride 2 is used to max-pool over a 2 × 2 pixel
frame.

Because there are 16 layers in total, 13 convolutional
layers, and three completely linked layers, it’s called
VGG16. In the first and second blocks, there are two
convolutional layers followed by a maxpooling layer.
In the next three blocks, three convolutional layers are
followed by a maxpooling layer, and the last block
comprises three fully connected layers.

5.2. Dataset

There were a total of 1526 photos utilized, includ-
ing 700 Covid images and 700 non-COVID-19 im-
ages. [105] provided a few photos of COVID-19. A
few more COVID-19 patient photos were collected
from [106], which also included normal images, so that
the model could differentiate between COVID-19 and
normal patients. The dataset was split into two parts:
88% for training and 12% for testing. The photographs
are organized into two folders: one for training and the
other for testing. There are two more folders in those
folders that separate Covid and Non-Covid.

5.3. Architecture

To import the VGG16 model, we utilized the Keras

API in conjunction with the TensorFlow machine learn-
ing platform. For plotting, we imported numpy, mat-
plotlib, and seaborn. The image’s size was set to 256
pixels. Later, lists were used to specify training data
and labels. Because pictures are utilized, a path should
be supplied, followed by converting lists to arrays
and repeating the testing/validation data. Importing the
sklearn preprocessing so that the photos are encoded
in one-to-one values. We divided the data by 255.0 to
rescale the pixel values from 0 to 1. One hot encoding
is used for dense layers. To load the model, we utilized
ImageNet weights with VGG16, and the top value is
false since we didn’t use a dense layer and simply used
VGG16 for feature extraction. Also provided is a 256 ×
256 × 3 input size. VGG16 has a size limitation of 224
× 224 × 3, however because we were utilizing VGG16
for feature extraction, we were able to use pictures up
to 256 pixels in size. However, if we employed thick
layers, we had to resize those photos to 224 × 224 ×
3 pixels. Then we set the model to non-trainable since
we needed pre-trained weights and didn’t want to train
it because we weren’t using a deep neural network.
Then utilizing the features and reshaping them to make
them compatible with Xgboost for training. We used
the features retrieved with Xgboost to train the models.
We used Vgg16 to test the data with the newly trained
model.

5.4. Performance metrics

For getting the performance of the model and con-
fusion matrix we imported ‘sklearn.metrics’, it shows
the results in true positives (TP), true negatives (TN),
false negatives (FN) and false positives (FP). Let TN
stand for COVID-19 negative photos that have been
correctly categorized, TP for COVID-19 positive im-
ages that have been correctly classified, FN for COVID-
19 positive images that have been wrongly classified,
and FP for COVID-19 negative images that have been
incorrectly classed.

Confusion matrix shows the value in TP, TN, FP and
FN (see Fig. 1).

Accuracy-Accuracy is the how much correct predic-
tions obtained divided by the total prediction.

Accuracy = TP + FP/TP + FP + FN + TN

Recall (Sensitivity) – is the correct predictions di-
vided by the total prediction of that class i.e., COVID-
19 which will include the correct COVID-19 prediction
and Incorrect COVID-19 prediction.

Recall = TP/TP + FN
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Table 1
Result table of our pretrained model

Model Algorithm Accuracy Precision Recall Specificity F1Score
Proposed VGG16 98% 98% 97% 97% 98%
[44] Updated ResNet 78.8% 81.9% 97.5% 83.4% 79.3%
[46] 3D U-Net 3D ResNet 93.3% 87.6% 95.5% 88.4% 87.8%

Fig. 1. A confusion matrix of true positive, true negative, false positive
and false negative.

Precision – is the correct prediction divided by the to-
tal positive prediction, which include all the prediction
that the model thinks is COVID-19.

Precision = TP/TP + FP

F1 score – F1 score takes account of both false posi-
tive prediction and false negative predictions. Thus, it
takes the values of both precision and recall.

F1 Score = 2 × Precision × Recall/Precision +
Recall

Specificity – is the incorrect predictions divided by
the total prediction of that class. Thus, it shows the
correct detection on Non COVID-19.

Specificity = TN/TN + FP

5.5. Result

We used Vgg16 model for image classification along
with Xgboost boosting algorithm. The results depend
on the total number of images used. The higher the
number of images the more accurate the results are. For
comparison, we compared our model to that of [44],
who utilized ResNet, and [46], who used 3D U-Net
and 3D ResNet. Results are provided in Table 1. We
got overall good results with accuracy, precision and
f1 score of 98%. We got 97% of recall and specificity.
Model presented the COVID-19 infected patient image
(see Fig. 2).

Fig. 2. A COVID-19 infected image displayed by the model.

6. Prediction using deep learning model

We also used a deep learning model based on the
U-Net architecture to detect COVID-19. Olaf Ron-
neberger, Philipp Fischer, and Thomas Brox proposed
the U-Net architecture in 2015 [29], which is based on
data augmentation. Data augmentation refers to meth-
ods for enhancing the amount of data available by
adding slightly modified copies of existing data or syn-
thesizing new data from existing data.

6.1. Model

U-net is an image segmentation architecture that, like
many other deep learning models, consists of a combi-
nation of convolutional and maxpooling layers that are
structured in such a way that they provide a result. Even
though they employ the same layers that are included in
all deep learning models, the arrangement and number
of layers for each model will be different, resulting in
variability in each design. The input layer is processed
first, which will have a certain height, width, and chan-
nel size, such as 224 × 224 × 3. If the image channel is
3, the picture is colored, or more particularly, an RGB
image (red, blue, and green), but if it is 1, the image is
greyscale. Because of the convolutional filters, which
essentially execute matrix multiplication, the image’s
dimensions vary as it progresses down the model. The
value depends on how much padding is done, among
other things. The method of padding involves adding
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Fig. 3. U-Net model that we employed.

Fig. 4. Images when loaded to preview of original image, lung mask, infection mask and lung and infection mask.

an extra layer of zeros to the image’s border. A tiny
matrix determines the value from the picture that will
be multiplied farther down the model in the maxpooling
layers. As a result of this procedure, the image’s size is
reduced, and padding is used to keep the image’s size
consistent. U-net is a semantic segmentation tool that
is mostly utilized in the field of medicine. The U-net
architecture is called after the form of the letter ‘U’ in
the alphabet. The contraction/encoder path is the one
that goes down sampling path, while the expansion/de-
coder path is the one that goes up sampling path. The
picture is initially sent to the convolution layers, then to
the maxpooling layers, and finally to the up-sampling
path. The model will have perfect symmetry; therefore,
the down sampling path’s convolutional layer will be

concatenated with the up-sampling path’s convolutional
layer, which is exactly opposite each other. They’ll be
the same size, thus adding the layer won’t be a prob-
lem. There is a dropout layer between the convolutional
layers that randomly chooses certain pixels from the
convolutional layer and removes them from the model.
To avoid overfitting, dropout layers are employed (see
Fig. 3).

6.2. Dataset

[105] provided the dataset. It was divided into four
sections: CT scans, which contained the original CT
scan images, lung mask, which contained the same
images but divided the left and right lung by color,
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Table 2
Result table of our deep learning model

Model Algorithm Accuracy Precision Recall Loss F1Score AUC
Proposed U-Net 99.86% 90.90% 88.88% 0.039% 89.82% 99.87%
[44] LeNet 86.06% 85% 89% 0.369% 87% 86%
[46] CNN 99.2% 100% 99.91% 0.3% – –

Fig. 5. Performance metrics of the model compared to their validation.
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Table 3
Review of image processing, machine learning and deep learning papers

References
Dataset

references

Image
processing
techniques

Machine learning
and deep learning

techniques
Result

[75] [106], [109] GLCM, HOG
LBP

SVM, PCA CT Scan
Accuracy = 99.4
Recall = 98.7
Precision = 100
Xray
Accuracy = 97
Recall = 97
Precision = 97

[95] [106], [109] KNN, RF, SVC, ANN CT Scan
AUC = 100
Accuracy = 99
Precision = 98
Recall = 100
Xray
AUC = 99.2
Accuracy = 97
Precision = 97
Recall = 97

[76] [110] GLCM, FB,
LBP

SVM.ANN.KNN Accuracy = 96.91
Sensitivity = 95.77
Specificity = 98.03
Sensitivity = 96.98

[96] [111], [112] SVM, NB, LBP, GDBT,
AdaBoost, CNN

SVM CNN
Accuracy 0.99 0.97
Precision 0.98 0.97
Recall 1.00 0.97
F1 0.99 0.97
MCC 0.98 0.95

[97] [113], [114], [115],
[116]

ResNet (CNN), Gradcam Accuracy = 91%
Specificity = 90.29%
Sensitivity = 92.1%

[77] [113] GLCM, LDP,
GLRLM,
GLSZM, DWT

SVM DWT (10-Fold)
Accuracy = 97.28 ± 2.9
Sensitivity = 93.39 ± 7
Specificity = 100
Precision = 100
F1 = 96.46 ± 3.7

[98] [117] KNN FP Rate = 0.068
Precision = 0.965
Recall = 0.965
F-Measure = 0.964
ROC Area = 0.989

[99] – SVM, CNN (CaffeNet,
AlexNet, and Vegg-F), KNN,
MLP

Accuracy-0.995
Precision-0.994
Recall-0.993
F1 score-0.991
Specicivity-0.995

[100] [111], [112] d flip-and-shift
augmentation, Rand
Augment, AdaBoost,
EfficientNet, K-means,
ImageNet

Accuracy = 99.73%
Sensitivity (COVID-19 = 87.27%
CAP = 68.42%
Normal = 100.0%)

[101] – SVM, KNN, LSTM, Logistic
Regression

Accuracy = 99.68% TP (COVID-19 = 100%
CAP = 100%
Normal = 98.90%)
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Table 3, continued

References
Dataset

references

Image
processing
techniques

Machine learning
and deep learning

techniques
Result

[102] – Logistic Regression, ANN,
CNN, Linear Regression,
Naive Bayes, K Means, KNN

Out of 14 articles (86% classification, 7%
regression and 7% clustering). Methods used
(5 Logistic regession, 3 ANN, 2 CNN, 1
Linear Regression, 1 Naive Bayes, 1 K
Means and 1 KNN).

[78] [117], [118], [119] GLCM, LBP,
LE

SVM, KNN, CNN SVM CNN
Accuracy 0, 91 0, 92
Sensitivity 0, 91 0, 92
Specificity 1, 00 0, 98
F1 0, 92 0, 92
AUC 0, 98 0, 99

[119] [120], [121], [122] DenseNet Accuracy-84.7
Precision-97.0
Recall-76.2
F1 score-85.3
Area under ROC curve (AUC)-82.4

[31] [106], [123], [124] DenseNet, MobileNet,
Xception, Inception, ResNet,
VGG

Accuracy = 97.87
Sensitivity = 99.74
Specificity = 100

[32] [119] LeNet-CNN Accuracy-86.06%
Loss-0.369
F1-87%,
Precision-85%
Recall-89%
Area under ROC curve (AUC)-0.86

[33] [119], [112] EfficientNet b4 (Plateau LR)
Accuracy-0.90
Precision-0.90
Recall-0.89
F1 score-0.90
Area under ROC curve (AUC)-0.90

[34] [125] CNN Accuracy-97.57
Precision-98.0
Recall-98.0
F1 score-98.0

[37] [118], [126], [127],
[128], [129]

COVID-SDNet Negative Specificity-85.20
Negative Precision-79.94
Positive Sensitivity-76.80
Positive Precision-84.23
Accuarcy-81.00

[39] [130], [119] Inflated inception (Stream
13D) Resnet-50

CC-19
Accuracy = 0.85
Sensitivity-60 Covid-CT
Accuracy = 0.84
Sensitivity-35

[40] [123] Contrast Limited Adaptive
Histogram Equalization
(CLAHE), CNN

Accuracy = 83.28%
Precision = 81.57%
Recall = 88.07%

[42] [131] CNN architecture,
ResCovNet153V2 ImageNet

Accuracy-0.881
Sensitivity-0.821
F1 score-0.758
Specicivity-0.899

[44] [118] CNN ResNet+ (Upgraded
ResNet)

Accuracy-0.788
Precision-0.819
Sensitivity-0.975
F1 score-0.834
Specivity-0.793
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Table 3, continued

References
Dataset

references

Image
processing
techniques

Machine learning
and deep learning

techniques
Result

[46] – 3D-Unet 3D-ResNets CNN Accuracy-93.3 ±0.8
Precision-87.6 ± 4.3
Recall-95.5 ± 2.1
F1 score-88.4 ± 4.1
Specificity-87.8 ± 1.5
AUC-97.3 ± 1.1

[47] [119], [132] CNN Resnet Accuracy-0,
943 Precision-0.971
Sensitivity-0.941
F1 score-0.942
Specificity-0.973
AUC-0.985

[48] [119] CNN
Three Bayesian Algorithm
ImageNet
VGG16(OxfordNet)

Accuracy-83.9
Precision-0.83
Recall-0.86
F1 score-0.84
Specificity-0.77
Sensitivity-0.886

[49] [106] AlexNet, VGG16, VGG19,
ResNet18, ResNet50,
ResNet101, ResNet152,
DenseNet121, DenseNet169,
DenseNet201, Inception_v3
and GoogleNet

(DenseNet201)
Accuracy-89.92%
Precision-92.74%
Sensitivity-86.80%
F1 score-89.67%
Specivity-93.09%

[50] [133] CNN VGG-16
EfficientNetB3 ResNet-50
MobileNetV2

(EfficientNetB3)
Accuracy-0.9792
Sensitivity-0.9722
F1 score-0.98
Specivity-0.9861

[51] [118] CNN Accuracy-98.3%
Precision-100%
Sensitivity-99.1%
Loss-0.3
Specivity-98.8%

[52] [109], [134] CNN (COVID-19 4 classes)
Accuracy-94.53
Precision-95.83
Sensitivity-80.23%
F1 score-87.33%
Specivity-99.65%

[53] [119], [135] VGG16, VGG19 and
Xception

(VGG16 LR4)
Accuracy-0.91
Precision-0.90
Recall-0.94
F1 score-0.92
AUC-0.91

[54] [111] CNN, ResneXt-50,
Densenet-161, Inception-V3
and Wide-Resnet

Accuracy-87.95%
Sensitivity-96.36%

[55] [111], [119] CNN EfficientNet
InceptionV3 ResNet
DenseNet

Accuracy-89.3

[56] [118], [119], [133],
[136]

CNN-RESNET Sensitivity-95%
Specificity-93.0%
Dice-78.5%

[57] [133], [137] Xception Accuracy = 0.8040 ± 0.0356
F1 score = 0.7998 ± 0.0384
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Table 3, continued

References
Dataset

references

Image
processing
techniques

Machine learning
and deep learning

techniques
Result

[58] [111] 3D ResNet50 CNN Accuracy = 86.94%
Sensitivity = 87.79%
Specificity = 89.88%

[59] [123] Contrast Limited Adaptive
Histogram Equalization
(CLAHE), Resnet CNN

Accuracy-0.87
Precision-0.91
Recall-0.81
F1 score-0.84

[60] [105] Convolutional neural
network (CNN) Inception v3

Accuracy-84
Precision-0.8636
Recall-0.8143
F1 score-0.8382

[61] [138] CNN
U-Net

sensitivity = 90.7%
specificity = 83.3%
accuracy = 87.9%

[62] [139] DenseNet Inception V3
ImageNet

Accuracy
Ct Scan X ray 85% 95.98%

[63] [111] U-net (R231CovidWeb) Accuracy-89.8%
sensitivity-94.5%
specificity-83.7%
Area Under the ROC Curve (AUC)-0.93
probability threshold-0.5

[64] [140] U-Net 3D CNN (Long Term
convolutional nets (LTC),
Inflated 3D ConvNet (I3D))

Prec Recall f1 LTC 96% 98% 97% ConvNet
100% 96% 98%

[65] [141] CNN VGG16 VGG19 Accuracy-0.94
Precision-1.0
Recall-1.0
F1 score-1.0
AUC-0.985

[66] [142], [143], [144],
[35]

CNN ImageNet U-Net,
CLAHE VGG16, ResNet

Accuracy-0974
F1 Score-0.979

[67] [30] CNN, ImageNet Res-Net32
CBAM VGG16

(ResNet32 with attention block module)
Accuracy-97.43%

[68] [26] ResNet50 Accuracy (%)
Normal CAP COVID
88.89 88.57 90.00
Sensitivity 88.57

[145] [146] Co-ResNet Accuracy-90.90%
Precision-90.20%

infection mask, which contained the same images as CT
scans but had segmentation that could be COVID-19,
and lung and infection mask, which contained the lung
segmentation and radiological findings of COVID-19
combined in one image of and lung and infection mask,
NifTi format ((*.nii) extension) was used for all of these
photos. In a.csv file, all of the photos were combined.
Because the data was precisely labelled, there was no
need to make any adjustments to the dataset. Images
when loaded by the model (see Fig. 4).

6.3. Architecture

Basic packages were imported, as well as Tensor-
Flow for training, nibabel for reading NifTi format data,

and matplotlib for plotting the graph. To examine the
photos and further characterize the images, a list was
developed in accordance with the size of the images.
Just as with our pretrained model, the lists were allo-
cated to arrays. The dataset was separated into training
and testing data using sklearn by setting test size = 0.1,
partitioning the dataset into 90% training data and 10%
testing data. After that, picture dimensions were set to
128, 128 and 1 for height, width, and channel. Because
the picture we used is a grey scale image, the image
channel is set to 1. As the values in a picture range from
0 to 255, we divided the image by 255 to convert it to a
floating-point value. Conv2D with ReLU layer activa-
tion function is used to generate the model’s contracting
route. In neural networks, activation functions are used
to compute the weighted sum of input and biases, which
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is then used to determine whether or not a neuron can
fire [107]. We utilized he normal’s kernal_initializer
since the model has to start with some weight, and ker-
nal_initializer is used to establish some initial weights
and set the padding value to the same so that the input
and output images have the same dimensions. Then,
using a 10% dropout, we defined the dropout layer, and
finally, with a 2 × 2 matrix, we defined the maxpooling
layer. Throughout the contraction path, we proceeded
to define the layers using the same techniques as the
initial levels. The values from the previous layer’s max-
pooling layer will be transferred to the following layer’s
convolutional layer. Conv2DTranspose will be utilized
in the up-sampling path instead of Conv2D in the ex-
ploratory path. The layers of the expansive path are
combined with the layers of the contractive path. We
employed the sigmoid activation function in the final
output layer. We’ve employed Adam optimizers, which
are algorithms that aid in the training of the model. We
chose a binary cross entropy loss algorithm because
the COVID-19 cells are binary. The model comes to a
halt when the loss function’s minimum is found. We
used certain checkpoints that only saved the best value.
We also employed the callback of earlystopping with
a patience of 3 and validation loss monitoring. To pre-
vent the model from overfitting, early stopping is used.
We used twenty epochs to train the model that means
twenty cycles and then able to make predictions.

6.4. Result

We used U-Net Model for COVID-19 detection with
90% training data and 10% testing data. We com-
pared our model to [44], in which Lenet was employed,
and [46], in which CNN was utilized. The results are
provided in Table 2. The performance metrics when
compared with training and validation data showed very
similar results (see Fig. 5).

7. Comparative study table

Information of the results about different machine
learning and image processing papers is provided in
Table 3. The purpose of this paper to provide infor-
mation about the research done on covid-19 diagnosis
and provide some help for future researchers to work
from the information gathered. The literature review of
image processing and machine learning was done in
our previous work [108].

8. Conclusion

SARS-CoV-2 virus that causes COVID-19, a res-
piratory disorder. It spreads from person to person in
close proximity, and people are most vulnerable to
contracting COVID-19 in crowded and poorly venti-
lated areas. As a result, it’s critical to have a quick di-
agnosis of COVID-19. AI approaches are also being
used by researchers to detect COVID-19. This paper
summarizes the results of various different researchers
that have worked on COVID-19 detection. Because
dataset is so crucial, different datasets have been em-
ployed for different projects, resulting in a variety of
results. As a result, each dataset will provide various
outcomes. This paper compiles information from vari-
ous research papers that have used x-ray and CT scan
lung images to study COVID-19. As well as the mod-
els for COVID-19 prediction. Image processing, ma-
chine learning approaches, and deep learning are the
three aspects of the literature review. DenseNet and
its variants were utilized in a number of deep learn-
ing articles, including [31,49,54,56,62,119]. ResNet
and its variants were also widely utilized, with arti-
cles [31,39,44,46,47,49,50,54,55,58,59,66–68,97] men-
tioning them. Researchers that have employed image
processing and feature extraction for COVID-19 de-
tection can be found in the image processing section.
GLCM has been used in all feature extraction publi-
cations since it offers the pixel value of texture im-
ages. LBP has also been employed to extract features
in [75,77,119]. The paper’s machine learning section
examines works by researchers who have utilized ma-
chine learning techniques to detect covid 19. SVM
appeared to be the most widely used technique, as it
was utilized in [75,77,78,96,99,101,119]. Many arti-
cles [78,95,98,99,101,119] used KNN because it pro-
duced good results. In addition, we applied our own
algorithm to predict COVID-19 in Lung CT scan pic-
tures. For feature extraction in images, we employed a
VGG16 pretrained model along with the Xgboost boost-
ing approach to distinguish between COVID-19 and
non-Covid. We got an accuracy of 98%, precision of
98%, recall of 97%, specificity of 97% and f1 score of
98% for COVID-19 images. We also implemented our
Deep learning model by using U-Net and got an accu-
racy of 99.86%, precision of 90.90%, recall of 88.88%,
Loss of 0.39%, F1 score of 89.82% and AUC (Area
under Curve) of 99.87%. The goal of “Soft Computing
and Image Processing Techniques for COVID-19 Pre-
diction for COVID-19 in Lung CT Scan Images” pa-
per is to help future researchers to work on COVID-19
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diagnosis and also to predict COVID-19 with different
AI models. It would make their work easier as the nec-
essary information to start working on COVID-19 is
provided.
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