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Abstract. The COVID-19 pandemic has influenced our lives significantly since March 2020, and a number of initiatives have
been put forward in order to tackle its effects, including those focused on technological solutions. In this paper, we present
one of such initiatives, i.e. the CLAIRE’s taskforce on AI and COVID-19, in which Artificial Intelligence methodologies and
tools are being developed to help the society contrasting the pandemic. We present the different lines of development within
the taskforce, some fields in which they are used, and draw few recommendations.
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1. Introduction

For several decades we have been increasingly fac-
ing several natural disasters that are killing people,
destroying houses, workplaces, fields, and cities. In
the last 18 months we faced the first global pandemic
of the XXI century, which dramatically changed our
lives. The COVID-19 pandemic, which could be a
direct consequence of this ecological debt, has been
a wake-up call for the world’s developed countries
to acknowledge the biggest challenges of our soci-
ety and that we need a new global approach to face
them. These new challenges can be tackled with inter-
national cooperation and the support of technology.
The new algorithms of Artificial Intelligence, and the
availability of data and high-performance computing,
can be used to measure and monitor natural resources,
climate change and biodiversity. With the combi-
nation of different technologies, predictive models
and decision support tools can help policy makers
to evaluate the economical, social and environmental
impact of the governments’ policy. These new digital
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systems could represent an important support to
improve the effectiveness and efficiency of the actions
taken by governments. A very innovative project that
aims to support policy makers in tackling climate
change is Destination Earth1, a digital twin of our
Planet promoted by the European Commission to
measure, control and test the impact of the govern-
ment’s plans. The digital twin of Planet Earth will
allow researchers to test and develop new solutions
to face the global challenges, in a safe and secure envi-
ronment, and provide feedback to decision makers to
improve their decisions and policy.

When the pandemic hit Europe, in February 2020,
several initiatives started to emerge within the sci-
entific community to collaboratively develop tools,
models, and apps that could bring concrete support to
political decision makers, health organizations, med-
ical doctors and citizens to fight the pandemic.

One of the most successful European initiative is
the CLAIRE’s taskforce on AI and COVID-192 that,
in just a few days, gathered over 150 of the best Euro-
pean scientists, researchers and experts from all the

1https://digital-strategy.ec.europa.eu/en/policies/destination-
earth

2https://covid19.claire-ai.org/
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fields of Artificial Intelligence. They worked together
to contrast the pandemic leveraging Artificial Intel-
ligence technologies. Organized in seven working
groups according to the different expertise of the par-
ticipants, the taskforce addressed these main topics:

1. Epidemiological data analysis
2. Mobility and monitoring data analysis
3. Bioinformatics
4. Image analysis
5. Social dynamics and networks monitoring
6. Robotics
7. Scheduling and resource management

This article analyses the results and difficulties faced
by these groups and in addition considers how Arti-
ficial Intelligence technologies have been used in the
following fields to fight the pandemic:

1. Patient clinical data analysis
2. Tracing apps
3. Artificial Intelligence and vaccine

2. Case studies and AI application to counter
the pandemic

In this section we report a number of topics, with
related case studies and Artificial Intelligence appli-
cations, that have been put in place in order to counter
the COVID-19 pandemic. We will devote one para-
graph to each topic.

Epidemiological data analysis. Recently, epidemio-
logical modeling made a lot of progress. The quite
simple compartment models, such as SIR [31] and
SEIR [25] models that look at the epidemic at a
macroscopic view, have now been extended to meta-
population models and Individual Based Models
(IBM), also referred to as agent based models [25].
While the meta-population models allow instantiat-
ing compartment models for subpopulations based
on e.g., age and location, and express their interac-
tions, IBMs allow to capture important details that
have an impact on how the epidemic evolves. They
allow modeling important heterogeneity of the popu-
lation and to not only get insight in how the epidemic
is going to unfold in expectation, so what is the
average outcome, but also the spread of the possible
outcomes. Therefore, providing much richer infor-
mation. Another important difference between the
compartment models and the IBMs is that the former
are predictive models, while the latter can be seen as

prescriptive models and allow to predict the outcome
of measurements or policies. Therefore, they are an
important tool for policy makers, as understanding
the dynamics of an epidemic is not easy, given that
its behavior is exponential. Moreover, the system has
also a significant time delay, meaning that the effect
of measurements only become clear after some time.
For COVID-19 this is from 2 to 3 weeks.

Artificial Intelligence (AI) has contributed to the
field in several ways. First, in the fitting of the mod-
els. The more complex the models are, the more
data are needed to instantiate the models. Moreover,
not all data can be measured directly. In the case
of COVID-19, we know that there are quite some
asymptomatic patients, which are often not tested
but who contributes to the spreading of the virus.
In machine learning terms we speak about hidden
variables, which need to be estimated. The fact that
data are not that uniformly collected over the different
countries, and moreover testing strategies are chang-
ing over time even within a country, makes this a
challenging problem. Second, as the models become
more complex, the traditional methods used by epi-
demiologists to propose and evaluate prevention or
containment strategies are no longer adequate. Here,
AI can also play an important role, as it can learn,
based on the models, which course of actions can
be taken at which stage of the epidemic in order to
have the most effect of the efforts that policies imply.
Hereby balancing not only health factors but also
economical aspects and the well-being of people.

Mobility and monitoring data analysis. In order to
allow a machine to use the self-reported data it would
be necessary to develop machine self-learning capa-
bilities. There are two approaches: one that uses
statistical learning, developed since the beginning of
AI in the 1950’s, and the other exploiting logical
learning where rules are defined to create a descrip-
tion of the element of interest. It is assumed that input
data are from outcomes or from rules, and it is always
provided by humans [30, 34, 35].

In a pandemic, the progression of mobility is the
first non-pharmacological intervention that public
health decision makers have to address. And this pan-
demic reflected it when we saw governments around
the world acting on it. Monitoring the pandemic is
the only way to create evidence on how the pandemic
is progressing and allows the adoption of measures
to control it, something that in a pandemic normally
relates to controlling mobility [14, 32, 43]. More-
over, in a pandemic there isn’t historical information
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to be able to use data hungry analytical tools, such as
deep learning, to develop insights from the existing
data [2]. From the beginning it was visible a focus
on the development of apps for collecting monitor-
ing and mobility data, and publicly available data
such as flights routes, population comorbidities and
prescription could be sources of data [4, 36, 42].

Disease symptoms clustering was one of early use
of self-reported data taken from traditional statisti-
cal modelling; machine learning (ML) much lately
started to allow the development of risk assessment
and prevalence models. The evidence was that devel-
oping ML under uncertainty is challenging because
ML relies on a finite description of the world, being
it a huge amount of data (big data) with the aim to
reduce uncertainty or a well-defined outcome, some-
thing that from the pandemic perspective is quite
impossible. We started by looking into a preprocess-
ing of data that would allow the data to flow into
the ML system always in the same format and from
where a ML self-learning approach using Complex
Networks would assemble knowledge graphs (KG’s).
Those KG’s would then be quantified using entropy
to determine state changes, and inference would be
driven from communities and weights [10, 41].

Bioinformatics. Bioinformatics is an umbrella term
covering several aspects at the interaction between
computer science and biomedical data. One of the
characterizing challenges of bioinformatics is the
need of dealing with data that is noisy, high-
dimensional, and often highly heterogeneous in
nature, integrating clinical evidence, genomic and
proteomic information, as well as molecular data.
In such a context, it is natural to turn the atten-
tion towards ML methods, whose data-driven nature
and flexibility allow to accommodate the complex-
ities of multi-sourced data as well as integrate it
for predictive purposes. The analysis of COVID-19
data has been no exception, in this sense, with one
additional challenge linked to the scarcity of sample
data available in the early phases of the pandemic,
a fact that heavily affects data-driven methods. That
is why most of the work in this context focused on
applications and ML methods where the few avail-
able sample data could be integrated with existing
bio-medical knowledge. A notable example in this
sense has been that of drug repurposing which aims
at identifying new therapeutic effects for existing
approved drug within the context of COVID-19 treat-
ment, in a clear attempt to shorten the time needed
to identify and put into operation COVID-19 thera-

pies. Drug repurposing, in particular, has been tackled
by leveraging prior knowledge available under the
form of protein interactions (within the human and
also between the host and the viral proteins), gene
networks as well as data describing known drug-
protein relationships. In [7], it has been provided
one of the first resource collecting in one place all
the clinical evidence on COVID-19 and the human
genomic and proteomic information available at the
time of release. The repository contains data charac-
terizing molecular aspects of human diseases, drugs
and protein-protein interactions between the human
organism and the COVID-19, made freely available
for actively supporting the COVID-19 research com-
munity. The kind of information available in such
repositories is of relational nature, which is amenable
to be processed by network science methods and ML
models for structured data, such as Deep Graph Net-
works (DGN) [8]. One of the early work in the context
of COVID-19 drug repurposing is [47], which lever-
ages a combination of network proximity measures
on protein-protein data with genomic data analysis. In
[26], classical networks science proximity measures
are integrated with DGN methods. Lately [29, 46],
have framed drug re-purposing as a link prediction
task in a biological knowledge-base of drug-disease
relationships augmented with known relationships
for coronaviruses.

Image analysis. Diagnostic image analysis has been
the primary application domain for AI methodologies
since the early onset of the COVID-19 pandemic, also
due to early release of publicly available datasets.
Several research groups have begun to revamp the
pipelines developed to classify lesions to recognize
interstitial pneumonia damages resulting in a plethora
of scientific works being quickly released, mostly
dealing with lungs CT scans by means of Convo-
lutional Neural Network solutions. Initially, these
works focused on fast release of results obtained
in single-centre data, rather than providing clearly
reproducible empirical settings, performing multi-
centric studies and defining standardized setups to
allow confronting the performance of different AI
solutions [20, 44]. As such it had been difficult to
identify the most promising and robust research direc-
tions. Following up this initial exploratory phase,
the community engaged in developing more robust
and general solutions, such as HPC platforms and
cloud software engineering methodologies enabling
large scale experimentation of AI models for medi-
cal imaging [16], while also taking into consideration
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explainability and reproducibility aspects [39].
Lately, the attention of the community has started
to focus on medical imaging methodologies charac-
terized by an increased portability of the equipment,
such as X-rays and ultrasound, even at the costs of
reduced quality and resolution of the sample. These
are the imaging data where the use of AI models
can possibly provide the most tangible added value.
Several of the works in this context focused on devel-
oping deep learning solutions which can be used in
practice, on aspects such as certification from medical
equipment [37] and deployment in portable resource-
constrained devices [33].

Social dynamics and networks monitoring. This
topic focuses on the analysis of information circulat-
ing on social media, and specifically on the popular
microblogging platform Twitter, based on a wide
spectrum of AI-based techniques including natural
language processing for psycholinguistics analysis,
social bot classification and network science. Chal-
lenges are related to identifying, quantifying and
monitoring the spread of disinformation and infor-
mation on social media platforms, a phenomenon
named “infodemic” by the World Health Organiza-
tion in early February 2020. A relevant work in this
direction has been developed as part of the CLAIRE
COVID-19 initiative, which has tackled considerable
challenges connected to the lack of theoretical and
computational tools designed for infodemic monitor-
ing purposes, as well as the lack of existing publicly
available data to tune existing techniques. Therefore,
a dedicated pipeline has been developed to gather,
store and analyse in nearly real-time the big flow
of social media data, consisting in more than four
millions posts per day about coronavirus and COVID-
19, with an estimate coverage of more than 60% of
the public discussion worldwide. Some outcomes of
the analysis show that the data provide significant
information about infodemic waves in 127 countries
[40], analyzing more than one billion posts, publicly
releasing the data to speed up the research efforts to
fight disinformation and misinformation spreading3.
Other initiatives in this direction are the WHO Infor-
mation Network for Epidemics (EPI-WIN) team, to
speed up the development of a stable and publicly
available tool – namely the COVID-19 Infodemic
Observatory4, and the Twitter COVID-19 Working
Group’s efforts, obtaining from Twitter a dedicated

3https://osf.io/n6upx/
4https://covid19obs.fbk.eu/#/

access to their firehose, i.e. the total flow of messages
about COVID-19 in all languages, filtered by more
than 500 keywords selected by human annotators. To
date, this huge volume of data is worth more than 6
TB, in more than 0.7 billion public messages with a
100% coverage across the world.

The lack of a dedicated computing infrastructure,
either more powerful and specific for such data, can
be a major challenge to perform devoted research
in the area. On a broader perspective, the circum-
stances have put in evidence the need for hardware
and researchers working on infodemic, especially in
the view of future events and challenges – such as
climate change – where significant infodemic waves
are expected. The access to social media data requires
several efforts: for the future, there would be the need
to have a mediator to facilitate the data gathering and
access to a dedicated computing infrastructure for AI-
based data analytics of social and network dynamics.
The role of infodemic for policy-making in public
health is rapidly becoming critical.

Robotics. The goal in this area is to empower with AI
the robots that can better help mitigate the effects of
the COVID-19 pandemics. A common pitfall is that
there is a mismatch between the expectations raised
on what robotics could have done to mitigate this
emergency, and what it could actually do, analyzed
in the following. Robotic experts and observers alike
agree that robots have a tremendous potential to help
in a pandemic situation: opportunities include pro-
viding care to isolated people, easing communication
during lockdown, delivering food and goods, moni-
toring isolated people, disinfecting places, ensuring
compliance to safety rules, and even companionship
and entertainment. In face of these strong expecta-
tions, there are relatively few robots that were actually
deployed, and robotics cannot certainly be said to
have had a major impact in the mitigation of the
current pandemics. Two types of challenges that hin-
dered the impact of robotics are: socio-economic
challenges, and technological challenges. The former
include the lack of pre-existing connections between
robotic researchers and the health sector, be it gov-
ernment or private, as well as the lack of suitable
technological and organisational infrastructure. Cre-
ating these connections or infrastructure during the
crisis turned out not to be feasible. As for the techno-
logical challenges, in order to be effectively deployed
and used in a pandemic situation, a robotic system
needs to be reliable (it can operate for a long time
without failures), resilient (able to adapt to situations

https://osf.io/n6upx/
https://covid19obs.fbk.eu/#/
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different from the nominal ones), flexible (it must
be easy to reprogram it for a different task or envi-
ronment) and user-friendly (it must be possible for
non-technical people to use it with minimal or no
training). Unfortunately, and despite the impres-
sive advances in robotics in the last two decades,
robots are not yet sufficiently advanced in any of the
above aspects. This is because robots are complex,
integrated systems that interact with the physical
world using noisy sensors and unreliable actuators.
Moreover, the above aspects are interdependent: for
instance, making a robot reliable often requires strong
specialization in the hardware and/or in the algo-
rithms, which reduces flexibility. In this context AI
technologies can be pivotal in overcoming the above
technological challenges: these include intelligent
failure detection and recovery to increase reliabil-
ity, long-life learning and adaptation to increase
resiliency, automated planning to increase flexibility,
and natural language understanding and user mod-
elling to increase user-friendliness.

Scheduling and resource management. The possi-
bility of automatically scheduling certain activities
and treatments, together with the ability to manage
resources efficiently, have gained even more attention
during the pandemic, given the needs of having very
efficient scheduling to be able to treat more patients,
and/or being able to treat also non COVID patients,
and the scarcity of resources.

Modeling and solving real problems and con-
tingent situations usually leverages classical AI
planning and scheduling techniques, These are often
based on knowledge representation and reasoning
methodologies, such as Answer Set Programming
[12, 22–24], possibly hybridized with constraint pro-
gramming [9], and extended to work on parallel
architectures, in which a problem (defined in terms
of e.g., requirements, constraints, input and prefer-
ences) is modeled using a knowledge representation
language, and solving is done automatically. Such
solvers can parse and interpret the language and
are then employed to automatically compute a solu-
tion (a schedule) that corresponds to the solution of
the original problem. Such classical AI techniques
can be complemented by machine learning methods
that analyze input data and compute ML models to
"parametrize" the scheduling problem.

Concrete problems that can be analyzed and solved
are: nurse scheduling [5, 17], to define the workforce
organization of nurses; operating room scheduling in
presence of scarce resources (e.g. ICU beds) [19],

where patients are assigned to operating rooms tak-
ing into account the required specialty and ensuring
the presence of an ICU bed if needed; chemotherapy
and rehabilitation scheduling [13, 18], for planning
cyclic chemotherapy treatments and rehabilitation
physiotherapy sessions, respectively, and generation
of priority lists.

Effective solutions to these problems, that can be
profitably used in practice and made available to
the community (in terms of web applications, and/or
open platforms, in the spirit of e.g., [6]), require the
availability of precise descriptions and specifications
about the problem to be analyzed and solved, and
about its dynamics: these, are equally important to
having access to clinical data. During the hype of
the pandemic, there have been difficulties in access-
ing fresh specifications and data; some data were
already at our disposal, or synthetic data were often
employed. More recently, the availability of data has
increased and is now possible to test some of the pro-
posed solutions on real data, e.g., data about patient
management in the ASL1 of the Liguria Region,
for what concerns the operating room scheduling;
chemotherapy sessions performed by the S. Mar-
tino Hospital5 in Genova, Italy; and rehabilitation
sessions managed by ICS Maugueri6.

Patient clinical data anlysis. The digitalization of
patient records is key to facilitate the transition
towards personalized medicine and, in the specific
case of the COVID-19, to enable a faster response
to the pandemic emergency. A key issue that has
surfaced in this sense is that while several hospitals
and clinical centres had in place procedures to collect
patient data in electronic form or to rapidly digital-
ize physical information, lesser attention had been
devoted to design shared patient record schemes as
well as procedures for data sharing between centres.
As a result of that, the use of multicentric patient
data is extremely limited in AI studies [45]. Much of
the work in this field focuses on single-centre patient
medical data, where ML methods are typically used
to predict the evolution of the disease, its severity
and to anticipate adverse events [11]. Several works
along this line of research have explored a variety of
discriminative ML methodologies to predict the risk
of the patient to develop acute respiratory distress,
also at different level of severity, based on features
from hospitalization records. The interested reader

5https://www.ospedalesanmartino.it/
6https://www.icsmaugeri.it/

https://www.ospedalesanmartino.it/
https://www.icsmaugeri.it/
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can refer to [3] for a specialized review. Several of
these works also leveraged the trained ML models to
identify the key features influencing more strongly
the prediction, in an attempt to help the clinicians in
the identification of critical risk factors for the out-
come. In this respect, some clinical indicators have
been consistently and repeatedly identified by dif-
ferent independent studies [11]. However, it is also
widely known how discriminative ML methodologies
can be heavily affected by biases and confounders in
the data, leading to misleading conclusions induced
by distorsive aspects in the data. In the context of pul-
monary disease [15], describes a popular example of
a discriminative predictor which considered asthma
as a feature reducing the risk of pneumonia critical
outcomes due to data biases. Causal learning, in this
sense, provides methodologies that allow to robustly
infer causation relationships in patient clinical data.
In the context of COVID-19 [21], has recently pro-
posed an approach that leverages Bayesian Structure
Learning to infer a graph representing the causal
relationships among the features of patient hospi-
talization records, also allowing to incorporate prior
clinical knowledge as concerns implausible relation-
ships to be discarded by the data-driven process.

Tracing apps. Tracing apps were wrongly pointed in
some context as tracing the infectious people where
they should be tracing symptoms and that created low
levels of engagement to use it. In the cases where it
was promoted as a symptoms tracking it had a huge
impact and allowed the collection and development
of very early evidence of the progression. The two
cases that we explored were the ZOE app as part of the
COVID Symptoms study7 and the COVIDCare app
8 as part of work done within the taskforce with the
Northern Ireland Public Health Agency in a machine
learning approach to model the disease progression.
A close relation between the app self-reported symp-
toms and the disease positive cases validated by lab
testing was developed, while at the same time the
community of the most prevalent systems had a close
relation with the symptoms reported by hospital inpa-
tients.

AI and vaccine. The availability of secure and
efficient vaccines has brought the attention of AI
researchers also on how AI can help in this new phase
of the pandemic. Of course both ML and scheduling

7https://covid.joinzoe.com
8https://covid-19.hscni.net/covidcare-ni-mobile-app/

can help in this issue, and become more impor-
tant with the increasing availability of doses. For
what concern the application of scheduling method-
ologies in this area, building automated tools for
vaccination planning is a plus. At the moment, such
planning is done manually or using custom systems
with relative "Intelligence". Instead, solutions based
on AI planning and scheduling techniques employing
knowledge representation and reasoning methodolo-
gies are being developed, with the aim of verifying
the quality of the scheduling done so far, and hope-
fully supporting further vaccination phases with AI
methods [1, 38]. This involves both scheduling and
rescheduling in case some scheduled appointment is
canceled for the unavailability of either operators or
patients. For what concern, instead, the application
of ML techniques, they can allow to understand the
vaccination effects and incorporate that knowledge
in the modelling of the pandemic progression. ML
has the capability to integrate different data in near
real time and integrate it into a computational model
to provide actionable knowledge. However, current
ML based applications rely on an expert labelling
of the expected outcome. This limitation should be
addressed in order to be able to build models account-
ing for vaccination effects. Self-reported data and
self-learning approaches seem promising directions
to allow to integrate vaccination-related information
as part of an open learning approach [28].

3. Conclusion and recommendations

Invest in research. What we are seeing is a huge
effort on bringing AI to the front of public health
approaches to understand the diseases progression
and to create conditions to allow the development
of evidence based public health. Several of these
approaches are under development in the UK with
a clear fundamental role of the UK national insti-
tute for health data science (HDRUK) by acting as
a data HUB, SAIL databank by acting as a common
repository for different data sets, from mental health
data to self-reported, and a new lighthouse insti-
tute to explore novel models for disease prevention.
The CLAIRE Task Force, having multidisciplinary
approaches, can be in forefront of impacting on such
a change.

Multidisciplinary approach. A key learning from the
CLAIRE’s taskforce experience and from the several
AI working groups that emerged during the pandemic

https://covid.joinzoe.com
https://covid-19.hscni.net/covidcare-ni-mobile-app/


D. Bacciu et al. / AI & COVID-19 51

is the need of multidisciplinary teams where AI sci-
entists and AI experts work together with domain
experts to better identify the complexity of the
context, define the priorities and work on feasible
solutions.

Data availability, integration and infrastructure. AI
needs to be capable of ingesting heterogeneous data
from a multitude of sources, trying not to rely only
on the data-induced knowledge but being capable
of embracing an open-world approach and life-long
learning process. Interoperable data is essential but
we also need secure infrastructures where data can be
collected and we need protocols that regulate sharing
and utilisation of data according to the trustworthy
human-centric way put forward in the European AI
regulation9.

Need for a European research center for AI. The
fragmentation of the European AI & COVID-19 ini-
tiatives urges for a creation of a European Center
for AI, in close collaboration with other center all
over the world to share data and knowledge. The cen-
ter will create a network of excellence including the
best AI scientists, researchers and AI experts and fos-
tering the research of AI technologies based on the
European values. The European AI Center will work
with Industry, Governments and Civil Organisation to
bring the benefits of AI technologies into our society.

AI for sustainable development. AI technologies rep-
resent a very powerful tool for humans to address
the challenges of our society and to develop new
paradigm to reach a more sustainable development
from the economical, societal and environmental
point of view.
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