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Abstract. Europe’s General Data Protection Regulation (GDPR) has a fearsome reputation as “the law that can fine you €20
million.” But behind that scary slogan lies a text that can be a very helpful guide to designing data processing systems.
This paper explores that side of the GDPR: how understanding it can produce more effective - and more trustworthy - systems.
Three popular myths often take designers down the wrong track: that GDPR is about stopping processing, is about users, and
is about consent. Instead we consider, from a design perspective, the GDPR’s source material, its Principles, and its Lawful
Bases for processing. Three examples - from the field of education, but widely applicable - show how “thinking with GDPR”
has improved both the effectiveness and safety of large-scale data processing systems.
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What is the GDPR
Myth: “It’s all about stopping …”

Formally, the General Data Protection Regulation (GDPR) is Regulation 2016/679 of the European
Parliament and of the Council on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data [1]. Its very title contains two, balanced, purposes: “protection
of natural persons” and “free movement of [personal] data.” Rather than a law that prohibits, it is better
viewed as a law that enables, subject to safeguards. That becomes clear if you approach it expecting binary
answers to ‘prohibit’ questions: “can we do X?” The GDPR’s most common response: “yes, provided Y.”
Only occasionally - such as the content of privacy notices and data processor contracts - does it prescribe
what must be done. More often it sets pre-conditions and outcomes. Considering it first as a specification
document, rather than a law, may therefore be fruitful.

The legally-binding GDPR comprises ninety-nine articles: about half address definitions and enforce-
ment so are not directly relevant to system designers. Much can be learned from just two - Article 5 on
Principles andArticle 6 on Lawfulness - examined in the next two sections. There are also one hundred and
seventy-three Recitals, which set out legislators’ thinking, but are not formally binding in law. These also
contain useful design guidance, for example Recital 71 on automated decision-making is highly relevant
to algorithms and Machine Learning.
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Regulators and courts apply the GDPR to specific situations, markets and technologies:

• Collectively - as the European Data Protection Board (EDPB) - the gathering of national data protection
regulators publishes Opinions, for example on video devices, connected vehicles and social media [2].
Before 2018 the group was known as the Article 29 Working Party and many older opinions are still
relevant [3];

• Occasionally, the actions of legislators or regulators may be reviewed by the European Court of Justice,
which is the ultimate authority on the interpretation of European law [4];

• Individual regulators have published valuable guidance including the European Data Protection Super-
visor - effectively the “national” regulator for the EU institution - on scientific research [5,6], France’s
CNIL on voice assistants [7], and the UK Information Commissioner on Artificial Intelligence [8].

Thinking with principles
Myth: “It’s all about users …”

Although the GDPR is, ultimately, about protecting individuals, its duties fall almost entirely on the
organisations - which the Regulation calls “Data Controllers” - that decide why and how to collect,
store, use, share and dispose of (or anything else within the broad definition of “processing”) data. In
particular, these entities must ensure compliance with seven Principles, set out in Article 5, which are key
requirements for all system designers.
Lawfulness, fairness and transparency. Lawfulness within GDPR is discussed in the next section, but
processing must also be lawful under other laws. Fairness and transparency are linked, in that transparent
activities aremore likely to be fair. However, fairness also relates to individuals’ and society’s expectations:
simply declaring unexpected processing or purposes in your privacy notice does not “whitewash” their
unfairness [9].
Purpose limitation. This links to transparency: individuals must be told what the purpose(s) of processing
are. But it is also a safeguard. Organisations must have clear purpose(s) in mind when they collect
personal data and beware of that purpose subsequently shifting. Limited extensions may be covered by
the “compatible purposes” concept (Article 6(4)). But if a new purpose is not compatible, each individual
must consent to reusing existing data. Clear purposes at the start of any design will avoid a lot of remedial
effort.
Data minimisation and storage limitation. These require, respectively, that personal data are only col-
lected or processed if needed for the purpose, and that they are kept for no longer than the purpose requires.
Data minimisation encourages pseudonymisation: keeping information that links an individual to their
record either separately or not at all. Storage limitation encourages data reduction: anonymising/pruning
older data, then summarising them in statistics. The GDPR’s broad view of “personal data” highlights that
pseudonyms and rich data records still represent risks, even without names and identification numbers.
Even “anonymous” data need a continuing process to monitor the risk of de-anonymisation [10]. Well-
designed retention periods - thinking “how soon can I delete it?” rather than “how long should I keep it?”
- can reduce that effort, as well as the impact of security breaches.
Accuracy. This is a positive obligation on data controllers: they should not rely on individuals providing
corrections (Article 16) and they must ensure that the data remain up-to-date. Accurate data are often a
functional requirement anyway, but this Principle reminds designers to be realistic about data durability.
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Again, this links to storage limitation: before old data are likely to become inaccurate, either refresh them,
or reduce them to a historic trend statistic.

Integrity and confidentiality. This requires organisations to provide appropriate protection for the data
that they hold and process. They should consider technical and organisational measures, both preventive
and reactive, against malicious and accidental acts by outsiders and insiders: good security requires
multiple components playing complementary roles. These should reflect the sensitivity of the particular
processing activity and data, and the current state of the arts of defence and attack [11].

Accountability. This is an over-arching obligation on organisations to be able to demonstrate how
processing satisfies, and will continue to satisfy, the Principles. It is not primarily about enforcement
or blame - although lack of Accountability leads to difficult conversations with Regulators - rather it is
about acting responsibly. For designers, this means the Principles should be relevant from initial design,
though implementation, operation and disposal. Accountability means focussing on risks to individuals,
not the organisation, using tools such as Data Protection Impact Assessments (DPIAs) [12] and Purpose
Compatibility to examine systems, processes, safeguards (against both error andmisuse), audit and review.
Transparent Accountability shows data subjects and stakeholders that the organisation understands what
it is doing, and builds trust that its systems will respect individuals and their data.

Thinking with lawful basis
Myth: “It’s all about consent …”

Article 6 expands the Lawfulness Principle: processing must meet one of six conditions, commonly
referred to as the “lawful bases”. Five start “processing is necessary for…” and cover direct consequences
of a situation (e.g. a health emergency) or decision an individual has taken (e.g. to enter employment).
The term “necessary” is a safeguard with specific meaning: that the purpose “cannot be achieved by other
means” (Recital 39). Consent is the sixth basis: potentially covering processing that is not “necessary”,
and best suited for adding information to an existing relationship.

The six, and the kinds of guidance that they provide, form three pairs. Two - delivery of contracts and
protecting life - were identified by the original legislators [13]; two let future legislators create mandatory
legal obligations and permissive public tasks; two, without further legislation, recognise legitimate
interests of organisations and consent by individuals. The pairs produce different types of safeguards
for individuals and guidance for designers.

For the first pair - contract (Article 6(1)(b)) and vital interests (Article 6(1)(d)) - the GDPR is the
only opportunity to provide legal safeguards. Both are therefore defined narrowly. To be “necessary for
contract”, processing must relate directly to the substance of the agreement not, for example, secondary
fund-raising [14]. Vital interests only covers imminent threats to life or serious injury. These bases help
system designers distinguish the core data and processing needed to achieve a purpose from supplementary
actions that may be part of the same transaction, but need their own lawful basis [15].

For legal obligation (Article 6(1)(c)) and public task (Article 6(1)(e)), safeguards were left to later
national (or European) legislators. The GDPR drafters merely outlined - in Articles 6(2) and 6(3) - the
kind of legislation they expected: it should be “Union or Member State law”, though “not necessarily
… a legislative act” (Recital 41); it should “determine more precisely specific requirements”; and it
should “meet an objective of public interest and be proportionate to the legitimate aim pursued”. Ideally,
especially from a designer perspective, it should specify “types of data, … data subjects concerned, …
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entities to and purposes for which personal data may be disclosed, … purpose limitation, … storage
periods, … processing operations and processing procedures” (Article 6(3)). In practice, few do, though
legal obligations are typically better defined than public tasks.

Finally, legitimate interest (Article 6(1)(f)) and consent (Article 6(1)(a)) had to allow a broad range of
processing - including for purposes and by means not envisaged in the late twentieth century - without
future legislative safeguards. The GDPR therefore specifies - very helpfully for system designers - the
processes organisations must use to determine whether a purpose and means of processing is appropriate.

Legitimate interest - where the organisation makes the ultimate decision to process - has three layers
of safeguard: first the purpose of processing must itself be legitimate which, according to Recital 47,
depends on the individual’s relationship with the organisation and whether they would have “reasonably
expect[ed]” the processing when their data were collected. Two specific legitimate interests - information
security and administrative functions within a corporate group - are discussed in Recitals 49 and 48.
Second, as above, the processing must be “necessary” to achieve the purpose. And third, unique to this
basis, the organisation must balance the impact on all the individual’s rights, freedoms, and interests (not
just privacy) against the organisation’s interest [16]. Even legitimate processing may fail this “balancing
test”, making it both a strong safeguard and, if explained clearly and publicly, a confidence-building
measure for those whose data are processed.

As thewidest lawful basis, consent has the tightest procedural safeguards, set out in bindingArticles, not
just Recitals. Although individuals have the ultimate choice whether or not to consent, organisations (and
designers) must work hard to establish a context where their choices are lawful. Consent must be free, so
is only appropriate for decisions “without detriment” (Recital 42) to the individual. In particular, consent
must not be a condition of providing a service (Article 7(4)); it is presumed invalid where the parties have
a significant power imbalance, for example employer and employee (Recital 43). More generally, this casts
doubt whether consent can be used where one of the “necessary” bases applies, since refusing consent
will result in a detrimental loss of opportunity. Consent must be signalled by a positive act (Recital 32),
fully informed, with the consequences of both granting and refusing set out in “clear and plain language”
(Article 7(2)). Thus only decisions with simple, predictable, consequences are likely to be suitable for
consent. The individual must be able to withdraw their consent - halting further processing - at any time
and as easily as they granted it in the first place. Organisations must keep records demonstrating that
consent was obtained in accordance with these and other conditions.

Finally, the safeguards provide a useful check that the appropriate lawful basis was chosen. If they seem
hard to meet in a particular circumstance then consider whether another basis applies, or if the purpose
or processing may actually be unlawful. They also contribute to the Accountability principle: ensuring
organisations bear the burden of designing systems and processes that are safe for their customers and
users, rather than passing on choices that the organisation found too hard.

GDPR thinking in practice

Voter registration

When the UK’s Higher Education and Research Act 2017 required English universities to help
students register to vote (s.13(1)(f)), thoughts turned to large databases, complex controls, participation
dashboards, and a tangle of legal rights and obligations. It wasn’t even clear whether the law’s heavily-
qualified phrasing made such processing a legal obligation, a public task, or something else.
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Applying a GDPR-thinking lens, purpose and minimisation revealed a much simpler core function.
At an individual student’s request, gather the data that they need to register and submit it to the right
Electoral Registration Officer (ERO) for their residential address. This last point is the most complex,
with universities in cities, in particular, having students living in many different constituencies.

The lawful basis is consent, since students can freely choose between our system, postal, or on-line
registration; the data routing purpose and function is simple to explain. In terms of the Principles, we have
a single purpose and lawful basis; simple documentation provides fairness and transparency. We achieve
data and storage minimisation by gathering only the information needed to register and deleting it when
it is forwarded to the ERO. Ideally this would happen immediately, but few EROs have an Application
Programming Interface (API) for registration. Instead, having identified the appropriate ERO, we know
whether they prefer transfer by API call, a batched spreadsheet, or even a printout in an envelope [17].
A short time limit for transfers reduces delays in registering and minimises storage duration. Information
gathered from the student record system - which both the student and university depend on for other
purposes - should be the most accurate available, reducing the checking requirement on EROs. For
technical security students use the university’s single-sign-on (SSO) system to gather their data; a ‘register’
button consents to release to the ERO. Even the anticipated audit functions are unnecessary: SSO logs
show universities when (and if necessary which) students release data to the system. To measure uptake,
we can provide statistics on how many actually register. Separate logs are only kept for fault-finding.

This simple result of GDPR-thinking delighted its customers.

Federated authentication and authorisation

Whereas GDPR-thinking about voter registration kept the same data flow in a much simpler technical
system, federated authentication and authorisation reduces data flow using a more complex technical and
organisational structure.

Students and staff needing external content, such as licensed journals, to learn and study used to create
personal accounts with the content provider. These required a lot of personal data, with entitlement
“proved” by knowledge of a code (often stuck on a library notice board) or an Internet Protocol address
associated with their institution. Providers could see exactly who was reading what: institutions depended
on them reporting which licenses were being used.

On examination, these flows have two Purposes. Service providers want assurance that content is going
to members of institutions that pay for it, and that individuals who misuse content and systems can be
dealt with. Both are badly served by self-asserted data. Giving institutions a greater technical and organi-
sational role delivers both purposes much more effectively and greatly reduces the disclosure of personal
data.

The technical component uses the Security Assertion Markup Language (SAML - see: https://
en.wikipedia.org/wiki/Security_Assertion_Markup_Language) to let three parties - user, content provider
and institution - exchange cryptographically-signed statements. The user requests access to content; the
content provider forwards an authentication request to their institution. The user logs in (using their
institutional SSO credentials); the institution tells the provider whether authentication succeeded. The
provider then asks the institution for the information it actually needs; e.g. whether the user is a student
or member of staff - to decide whether or not to grant access [18].

This technology is embedded within an organisational layer where the institution makes two key
promises: (1) that it will provide accurate information (typically, as accurate as used for internal systems);
and (2) that it will apply effective disciplinary processes if authenticated users misbehave. Rather than

https://en.wikipedia.org/wiki/Security_Assertion_Markup_Language
https://en.wikipedia.org/wiki/Security_Assertion_Markup_Language
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bilateral contracts, common “federation” agreements are normally used (e.g. [19,20]). This combination
of roles benefits all three parties: service providers get the information they need for authentication and
an effective solution to misuse; institutions get visibility and control of license usage (though, normally,
not individual activity); and, because verified information is exchanged, far less of it is needed.

This approach aligns operational incentives with the GDPR Principles. The information provided is
limited, both by design and agreement, to access control and personalisation purposes. Storage Limitation
and Accuracy combine because service providers bear the risk of not requesting fresh data: many do so on
every successful authentication. Data Minimisation has helped identify groups of service providers with
similar data requirements. Many need only the relationship between user and institution (using a defined
vocabulary) plus a unique opaque identifier for that user on that service (but not others) to store preferences
and search results between sessions. Others - such as group management and discussion forums - need a
verified name and email address to link online and real-world personas. Policy and technical standards to
support new categories continue to be developed [21]. Integrity and Confidentiality are addressed both in
federation agreements and technology.

This processing should have a common lawful basis. But, as best illustrated by researchers, sometimes
a particular paper is necessary for their (contracted) employment, but sometimes it is not. We cannot rely
on consent for the former, because compelled consent is invalid, nor can we rely on contract for the latter.
The institution could, perhaps, identify which was which, but only by privacy-invasive scrutiny of what
researchers are reading and why. Even if the institution knew, the three-party relationship would require
new technology to inform the service provider.

A different lawful basis simplifies the technology and relationships: each institution and service
provider has a legitimate interest in delivering the information its users wish to access. This supports
the Principles by making each party distinguish information necessary to deliver its service from optional
information that it can use if provided. And it provides safeguards: respectively the legitimate interests
balancing test (promoting Data Minimisation) and either true consent (e.g. to add an avatar) or necessity
for an agreement (e.g. receiving email updates).

Analytics

The final example shows how GDPR thinking can build trust in an activity that might otherwise be
tainted by others’ Big Data practices.

Society’s increased digitisation has created opportunities for “analytics”: using data generated during
a process to improve that process. In education this has focussed on using data from Virtual Learning
Environments (VLEs) to analyse the effectiveness of teaching materials (“curriculum analytics”) or
provide personalised help to students (“learning,” or “learner analytics”). Analytics might, for example,
support students struggling with a particular topic, those insufficiently engaged with their studies, or those
unhealthily perfectionistic [22,23].

Viewing pilots as human subject research, ethics boards naturally relied on volunteers’ consent. But
once institutions build analytics into all students’ education, GDPR consent is almost certainly the wrong
basis. It is doubtful whether students can give free consent, for example during enrolment, to processing
that will be a core part of their education; since analytics is developing rapidly, it would be hard, or
impossible, to state what processing will occur during a three-year degree or even a one-year course;
statistical models using opt-in data will omit the experiences of disengaged students, who are supposed
to be among the main beneficiaries [24].
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One option is to view improving a process as a compatible purpose to performing it, with the same
lawful basis. Depending on how an institution and its national legal system treat education that might be
public task or contract.

Purpose Compatibility is one safeguard, but more can be added by separating the analytics process into
five stages [25]. Information is collected or observed during an ongoing process; self-reported informa-
tion (such as reasons or sentiment) may be donated by those engaged in the process; analysis of that infor-
mation identifies relevant patterns; those patterns are used to improve the process or offer personalised
interventions to individuals. GDPR thinking about each stage produces richer guidance and stronger
safeguards - and much clearer Accountability - than a single purpose or premature “consent” decision.

Data collection contributes to two purposes: identifying which sources are most informative for the
statistical model, then applying that model to live data [26]. Some sources that are necessary (to consider)
in the first stage should be found to be not necessary (to use) in the second. Understanding these as
different Purposes results in different safeguards: source identification should - borrowing from GDPR
Article 89 - use pseudonymous or anonymous data, and never result in decisions affecting individuals;
model application uses less data, but may require links to individuals, the legitimate interests balancing
test ensures that collection does not create inappropriate risks. Treating both as necessary, with strong
safeguards, permits the use of whole-cohort data. For analysis of live data the balancing test is again an
important safeguard, ensuring that models and processing are not unfair or discriminatory; Recital 71 on
fairness in algorithms, plus the extensive literature on transparency [8] are valuable design guides. Some
process improvement will not need personal data, but analysing students’ activity data may generate data
about their tutors. If so, a legitimate interest analysis of their rights and freedoms - including rights such
as free speech - can avoid problems. Even under laws that consider education (and improving it) a public
task, these balancing tests provide a valuable safeguard.

This leaves two stages - donation and intervention - where practicality requires something close to a
consent process anyway. Students can, and will, refuse to donate unless they believe it is safe. When an
intervention is offered (for example an invitation to a support session) they can ignore it. These stages must
expect incomplete and inaccurate data: from students who don’t participate, or lie. Using consent here has
a further, personal and legal, benefit: the institution can seek permission for a single narrow purpose, at a
time when it can fully explain the implications [27].

Finally, the GDPR Principles highlight an interaction between Accuracy and Storage Limitation. Since
the purpose of analytics is to improve processes, success should make older data inaccurate, as the process
that generated them will have changed. Well-designed analytics processes should consciously re-classify,
and summarise, data more than a few cycles old as meaningful only for trends, not for current models.

Addressing widespread concern about “Big Data” [28], GDPR thinking provides strong guidance and
safeguards, creating analytics processes that are better understood and more trustworthy.

Summary

This paper presents the GDPR in a new light: as a rich source of guidance for system and process
designers. Applying two key Articles - the Principles in Article 5 and the Lawful Bases in Article 6 -
reveals many ways to improve three real-world data processing activities. Perhaps surprisingly, we have
not needed to discuss whether any particular value or record is personal data. The advantages of GDPR
thinking - to get more benefit from data, while managing the risks of such use, thus building confidence
and trust - need not be so limited.
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