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Abstract. The European Commission has presented a draft for an Artificial Intelligence Act (AIA). This article deals with legal and ethical questions of the datafication of human emotions. In particular, it raises the question of how emotions are to be legally classified. In particular, the concept of "emotion recognition systems" in the sense of the draft Artificial Intelligence Act (AIA) published by the European Commission is addressed. As it turns out, the fundamental right to freedom of thought as well as the question of the common good and human dignity become relevant in this context, especially when such systems are combined with others, such as scoring models.
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Key points for practitioners:
– Opens up new perspectives.
– Contributes to awareness raising.
– Combines ethical and legal perspectives.
– Aims to put the individual and common good of people more at the centre of the digitalisation discourse.

1. Introduction

1.1. Human emotions

Emotions such as fear, anger, sadness, joy, pleasure form the core of human experience, shape our lives in profound ways and structure the basis of what captures and deserves our attention (McStay, 2018a). Data on human emotions (hereafter 'emotional data') is now collected using a variety of devices and in a wide range of life contexts. Animojis, for example, are an evolved version of the familiar emoji symbols in the universe of the technology company Apple. More precisely, they are 3-D emojis that users can create in the messaging app. There is a choice of animals or objects such as kittens, dragons, unicorns, big-eared bears or pale-faced aliens that can reflect one's facial expression. If the user laughs, the bear laughs; if the user sticks out her tongue, the unicorn does too. Apple uses its Face ID facial recognition system for this entertainment application. The technology behind it is the TrueDepth camera system, which is made up of a variety of technical components (floodlight, infrared camera, front camera, dot projector, proximity sensor, ambient light sensor, speaker, microphone). By combining these technologies, more than 50 different muscle movements of the face can be recorded and analysed (Tillman, 2021).
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1.2. Emotional AI

In the emotionalisation of modern media life, global technology companies are working on broader techniques towards more widely applicable emotional AI. Emotional AI is a term that cannot simply be defined universally, especially in an interdisciplinary context. We subsequently understand emotional AI as AI systems that access and process emotional data. As far as we know, all the big players such as Amazon, Apple, Facebook (Metaverse), Google, IBM and Microsoft are working on tools for emotional AI to develop “empathic products” for different applications and settings. The areas of such applications are diverse and are likely to ultimately extend to all areas of human life: safety in autonomous vehicles by recognising emotions in drivers, facilitating communication in call centres using voice analytics, use for market analysis, for all industries such as wellness, health, fitness, dating, security (McStay, 2018b, 3). Thus, a “datafication” of human emotional life is emerging. Research is also increasingly addressing these issues (Barrett et al., 2019; Fraunhofer-Institut für Integrierte Schaltungen IIS).

With a view to these developments and the associated data technologies, the subject of this paper will be a contribution to the risk and danger analysis of the systemic collection of data on human emotions.

2. Planned standards of the European Union

With the proposal for an Artificial Intelligence Act (AIA), the European Union has presented a concept for a set of standards based on the insight that artificial intelligence systems (AI) are becoming increasingly important in public life and that the growing importance of these systems requires sensible, efficient and sustainable regulations (21.4.2021 COM(2021) 206 final 2021/0106 (COD)). With the use of AI systems, not only the opportunities but also the dangers and risks for human life and coexistence will increase, which is why the proposal is based on a risk-based approach to AI systems. A uniform definition of the term “AI systems” does not exist due to the complexity of the technologies on “artificial intelligence”, but initially intelligence emanating from machines is assumed, which contrasts with the natural intelligence of living beings. The AIA proposal defines AI system as “software developed using one or more of the techniques and concepts listed in Annex I that is capable of producing results such as content, predictions, recommendations, or decisions that influence the environment with which it interacts, with respect to a set of goals specified by humans” (Art 3 Z 1).

2.1. Reality of life

The proposal takes into account structural, social, political and economic aspects in the use of AI. This essentially corresponds to the reality of many decision-makers, who are increasingly required to use the opportunities of AI systems for their areas of responsibility, but at the same time try to minimise increasing risks. Legislators are therefore called upon to create appropriate framework conditions that allow both to use the advantages of the technologies and at the same time try to minimise possible risks. The social significance of this tension is also reflected in the fact that non-legislative initiatives and self-regulatory measures by private actors are increasing on national as well as international levels. The Partnership on AI to Benefit People and Society, for example, brings together technology companies, academia and research, and civil society organisations calling for an appropriate approach to AI in society. A recently published Civil Society Statement of 30.11.2021 (signed by 115 organisations from different European countries) references the Commission’s proposal and draws particular attention to structural power inequalities that arise from the use of AI systems. The appeal is made to institutions of the European Union to undertake the sharpening of fundamental rights objectives in the envisaged regulatory framework. What is apparent, in any case, is the interest of civic participation in discourse (An EU Artificial Intelligence Act for Fundamental Rights, 2021).
2.2. Emotion recognition systems

In this way, society generates more information about human emotions and thus derives intentions and attitudes in a systemic way. This tendency is taken into account in the AIA proposal in Art 3, Z 34, which defines “emotion recognition systems” as AI systems that serve the purpose of determining or inferring emotions or intentions of natural persons on the basis of their biometric data. As can be seen from the definition, motion detection, for example, is intended to make emotions interpretable by analysing human movements. Think of a person wandering around a deserted underground car park in the early hours of the morning, peering through car windows into the interior of vehicles. From the security industry’s point of view, a behavioural prediction could arise here, such as the likelihood of an imminent offence.

How this systemic process is to be understood will be explained using Facial Emotion Recognition (FER). This is the analysis of sentiments by means of technologies known under the umbrella term “affective computing”. We are talking about a multidisciplinary field of research that deals with the possibilities of interpreting human emotions and states of mind by means of computer technology. AI-applications are often used in this context. Facial expressions, as forms of non-verbal communication and their interpretation by means of technologies, are the subject of research in psychology, specifically in the field of human computer interaction. Roughly speaking, an FER analysis is carried out in three steps: (1) Face Detection, (2) Facial Expression Detection, (3) Expression Classification to Emotional State. Depending on the respective algorithm, these facial expressions can be classified into categories. These are, for example, anger, disgust, fear, joy, sadness, surprise. It can also be classified into compound emotions such as happily sad, happily surprised, happily disgusted, sadly fearful, sadly angry, sadly surprised. Or it can be assigned to physiological or mental states, such as tiredness or boredom. In addition, combinations with biometric identifications are possible, i.e. with similar analyses of voice, text or health data (EDPS, 2021). What we have to recognise and classify from a legal and ethical point of view is the systemic process in which AI technology is used to turn biometric data into data about people’s emotions, which we will call “emotional data” here.

2.3. Dangers and risks

If we reflect on the legal and ethical challenges of information and communication technologies and do so with a focus on “emotional data”, the question of what a legal definition of the term “emotions” and “emotional data” can be seems central. Especially in the context of a set of norms – which lays down rules for rights, duties and sanctions – it must also be clarified whether emotions and values are related. People can have irrational emotions or emotions can persist even if the associated value has long disappeared (Berninger & Döring, 2009; Mulligan, 2009; Tappolet, 2009). This presuppositional question of how emotions and value judgements are connected is relevant for the definition of “emotional data” and its legal significance. Furthermore, ethical considerations must be made as to what follows for a society from a technology-based linking of emotion recognition systems and value judgements. Both problem contexts – the legal and the ethical – are relevant for reflections on modern surveillance technologies.

3. Legal problem context

3.1. Data protection issues

The General Data Protection Regulation (GDPR) also contains provisions for dealing with AI systems, in particular by standardising obligations in data processing and in shaping the rights of the data subject when using personal data. The GDPR applies when AI systems are fed with personal data, when they use
them or when they serve as the basis for decisions. Thus, the principles enshrined in the GDPR, such as the prohibition of discrimination or the principle of purpose limitation, also have relevance for AI systems. As with all large and comprehensive data collections, there is a risk of systematic misuse by third parties.

The GDPR also sees itself as a regulatory system for a European data space in which the possibility of data use in increasingly digitalised environments is possible and necessary. Personal data is data that identifies or makes identifiable a person. Recital 26 of the GDPR states that “in order to determine whether a natural person is identifiable, account should be taken of all the means reasonably likely to be used by the controller or by any other person to identify the natural person, directly or indirectly, such as segregation”. In determining whether means are reasonably likely to be used to identify the natural person, account should be taken of all objective factors, such as the cost of identification and the time required for it, taking into account the technology and technological developments available at the time of the processing.

How can the term “emotional data” be defined in such a way that it is suitable for the legal context – in particular in the context of “emotion recognition systems” mentioned in the draft AIA? As we have seen, biometric data become “emotional data” through systemic processing in the emotion recognition system.

In a first step, the treatment of biometric data under data protection law will therefore be considered. In a second step, the question will be posed which insights can be found for dealing with “emotional data”.

The definition of “biometric data” can be found in Article 4 (14) of the GDPR. These are “personal data obtained by means of special technical procedures relating to the physical, physiological or behavioural characteristics of a natural person which enable or confirm the unique identification of that natural person, such as facial images or dactyloscopic data”. Biometrics is the science of recording and measuring living beings, the numerical measurement in the field of biology. Biometrics involves the automated identification of living persons based on physical characteristics or typical behavioural patterns. Biometric data is suitable for the unique identification of people if the measured characteristics are unique. Since biometric data have a direct link to the human body, they are difficult to change or falsify. Nevertheless, certain biometric characteristics can change in the course of a life. The definition ties in with the concept of “special technical procedures” by which personal data are obtained. Thus, only data collected by means of technical procedures are covered by the definition. Hence, simple photographs of persons do not constitute biometric material. Only the further technical processing of the image data should lead to the existence of biometric data (Hödl, 2021). According to its wording, the regulation also includes acoustic identification features of voice recognition as well as biotechnological or chemical measuring methods. Biometrics can be found in the identification of a person by means of fingerprints, automated recognition of the retina and iris, complex voice recognition procedures, signatures, faces, body movements, statistical or dynamic imaging procedures, by means of X-rays or infrared, acoustic voice profiles, typing behaviour of a person at a keyboard or life scans in real time. Biometrics thus allows for unique identification and the linking of different data sets that would otherwise not be directly related. Biometric data are raw data, such as features captured directly with a sensor, but also biometric templates, which are feature vectors extracted from the raw data and typified. By means of filtering and conversion, user-specific features are extracted from the biometric data to create a biometric template.

Let us return to the procedure of the FER analysis, which, as we have seen, is carried out in three steps: (1) Face Detection, (2) Facial Expression Detection, (3) Expression Classification to Emotional State. Emotional data is useful for uniquely identifying people if the features measured are unique. The features of the face are unique, but still fall into the category of biometric data. The features of Facial Expression Detection and Expression Classification to Emotional State can be unique if certain patterns are repeated. Lastly, during the third step of the process, biometric data become emotional data and, analogous to biometric templates, emotional templates should also be considered.
From our view it would therefore be conceivable to define emotional data in terms of data protection law as personal data on emotional characteristics or states of a natural person obtained by means of special technical procedures, which enable or confirm the unique identification of this natural person.

In any case, the data of a face detection are already personal data due to their biometric quality and thus fall into the category of sensitive data according to Article 9 (1) of the GDPR for which a special level of protection is provided. Recital 51 of the GDPR states: “Personal data which by their nature are particularly sensitive in relation to fundamental rights and freedoms deserve specific protection because the context of their processing could give rise to substantial risks to fundamental rights and freedoms”. In this sense, data protection law takes into account sensitive data, such as racial or ethnic origin, political opinions, religious or philosophical beliefs, trade union membership, genetic data, data concerning health, sexual orientation, as mentioned in Article 9 (1). For these categories of data, special consent requirements are provided under the GDPR regime. When looking for the common characteristics of sensitive data, the “significant risk to fundamental rights and freedoms” must be taken into account, as mentioned in recital 51 of the GDPR. If one wants to classify emotional data in the category of sensitive data, it must be asked whether its processing is associated with a significant risk to fundamental rights and freedoms.

3.2. Fundamental legal issues

As articulated in the AIA proposal, due to “opacity, complexity, data dependence and autonomous behaviour [. . .] the use of AI may lead to the violation of some of the fundamental rights enshrined in the EU Charter of Fundamental Rights”. The AIA aims to “protect these fundamental rights to a high degree and addresses different sources of risk through a clearly defined risk-based approach”. It emphasises that all participants in value chains are subject to a set of trustworthy AI requirements and proportionate obligations to ensure that the rights protected by the Charter are protected. Central among these are human dignity (Article 1), respect for private life and protection of personal data (Articles 7 and 8), non-discrimination (Article 21) and equality between women and men (Article 23), the right to freedom of expression (Article 11) and freedom of assembly and association (Article 12), the right to an effective remedy and to a fair trial and the presumption of innocence and rights of defence (Articles 47 and 48), and the general principle of good administration. It is also noteworthy that particular reference is made to group-specific rights, such as the right of workers to fair and just working conditions (Article 31), consumer protection (Article 28), the rights of the child (Article 24) and the integration of persons with disabilities (Article 26). In addition, the right to a high level of protection and improvement of the quality of the environment (Article 37), especially in relation to the health and safety of persons, is at stake.

With regard to the fundamental rights assessment of the risk and dangers of emotional data, the factual scope of protection of Art 9 ECHR; Art 10 CFR which includes freedom of thought, conscience and religion, also seems relevant. For the problem area of “emotional data”, the aspect that seems important is that which encompasses “freedom of thought”. Freedom of thought protects the internal human processes that lead to the formation of opinions and convictions, including religion and conscience. Freedom of thought aims to protect the innermost core of human self-determination and thus respect for the individual personality. “This is not only limited to inner thought processes, but also encompasses an expression of thoughts formulated in – unconscious or conscious, involuntarily or arbitrarily conducted – self-talk, in which the person feels ‘alone with himself or herself’ and, depending on the circumstances, may also include other conversations and files stored in an information technology system” (Graupner, 2021). This fundamental right therefore includes freedom of thought but also the freedom to conceal and keep one’s thoughts secret (Grabenwarter, 2003; Grabenwarter, 2008).
What risk minimisation provisions are envisaged for AI systems with regard to fundamental rights? Recital 70 of the AIA addresses information obligations for “emotion recognition systems” and Article 52 standardises transparency obligations for the use and deployment of “emotion recognition systems”. But are these information and transparency obligations really sufficient safeguards with regard to the protection of fundamental rights in the use of “emotional data”? Annex III of the draft AIA mentions high-risk AI systems (to be classified and assessed as high-risk according to Art 6(2)). According to Annex III No. 6 b (law enforcement) and Annex III No. 7a (migration, asylum and border control), these are AI systems that are intended to be used by law enforcement authorities as lie detectors and similar instruments or to determine the emotional state of a natural person.

4. Ethical problem context

4.1. Emotional data and scoring

For the problem area of “emotional data” raised in the context of AI systems, a problem area should be highlighted, such as that addressed in the context of data protection law. Profiling (Art 22 GDPR) enables the analysis and prediction of certain personal areas of people’s lives. By means of systematic procedures – mathematical-statistical analysis of empirical values – the future behaviour of groups of people and individuals with certain characteristics is to be predicted. Scoring is based on the consideration that if certain comparable characteristics of an individual are present, similar future behaviour is likely (Keller, 2012). It can also be understood as a procedure that is intended to map certain aspects of an individual that result from interaction with his or her social environment into a numerical value, the social score (Hoffrage & Marewski, 2020). An example of scoring is credit scoring of individuals: Credit scoring is used by credit institutions as a statistical procedure to assess risk for private standardised instalment loans and small loans. Such credit scoring is already used in several countries, such as the USA or Germany. However, their use is in a tense field between the access to credit, only made possible by such a system and the danger of systematic discrimination against individual population groups (Lischka & Klingel, 2017).

A question of particular ethical relevance is: How does society deal with the AI-based classification of human feelings into a scoring system on the basis of “emotional data”? Let’s take the example of a fast-food chain that wants its employees to smile and spread a positive mood when serving burgers. Those who fulfil this requirement particularly well receive points within the framework of an internal credit system and consequently benefits. The analysis of “emotional data” to predict probabilities is used in the USA, for example, to classify suitability for police service, as the concept of the “connected cop” makes clear: Is the person in question too scared and too quick to draw the gun? (McStay, 2018a). The use of “emotional data” also becomes explosive in areas dealing with mental health. Current fields for emotional data applications are provisions of personal services, customer behaviour analyses and advertising, healthcare, employment, education, public safety, crime detection, gaming and sex industries. Emotional data will therefore play a central role in marketing and in the development of new business models and services in almost all areas of life. From a data protection perspective, one of the specific risks of profiling and automated decision-making is that it can cause changes in behaviour (EDPS, 2021).

When a person knows that he or she will be subjected to a profiling process, self-censorship, chilling effects in society and feelings of insecurity between citizens can be induced, especially when it comes to non-democratic governments, so that people’s political behaviour is influenced.

Ethics must therefore focus on the well-being of people – all of them – who are affected by these technologies, and this in turn draws attention to two key issues: the common good debate (4.2) and human dignity (4.3).
4.2. Common good

A look at history shows that people use technology. Regardless of how risky or cruel it may have been. There is no doubt that this way of thinking has produced achievements. Prosperity-oriented societies like those of the industrialised countries thrive on the ductus of innovation. In order to minimise the dangers and risks of new technologies as far as possible, ethical implications of technological innovations must therefore be pointed out today more than ever. The challenges associated with the increasing technological achievements of the digital transformation thus represent an imperative for action for ethics. Against this backdrop, ethics should open up perspectives for a humane design of such technologies and systems, keeping the well-being of all people in mind. An important point of reference in this regard is the common good. As Catholic social teaching (CST) states, “[…] the common good calls for social peace, the stability and security provided by a certain order which cannot be achieved without particular concern for distributive justice; whenever this is violated, violence always ensues. Society as a whole, and the state in particular, are obliged to defend and promote the common good.” (Pope Francis, 2015, para. 157). From a socio-ethical perspective, an essential aspect of the idea of the common good is thus to open up perspectives that promote the shaping of structural and institutional conditions that enable individuals to realise self-development and perfection in the best possible way (Veith, 2004). It is the state, and thus the legislature, that constitutes a primary space for action for the idea of the common good (Remele, 2021). Understood in this way, the state has an instrumental character with the purpose of being conducive to the self-realisation of the person, indeed of all persons (Anzenbacher, 1998). In this context, it is important to emphasise that the common good is to be realised subsidiarily by individuals in the sense of personal responsibility, personal competence and personal empowerment (Zsifkovits, 2012). According to Veith, the common good, in which the well-being of all individuals is a constitutive element, is thus a social value that calls for the constant improvement of social structures with a view to promoting the personhood of people in society (Veith, 2004). The individual and the common good are thus constructively interrelated.

In China for example, scoring systems, in the sense of a social credit system encompassing almost all areas of society, are already being piloted in several cities and municipalities. The declared goal of those in charge is to create a “harmonious society” (change Magazin – Das Magazin der Bertelsmann Stiftung, 2018). Thus, for the purpose of achieving the common good idea of a group, the latest surveillance technologies are coupled to the social credit system. This means continuously monitoring and evaluating each individual – 24 hours a day, 7 days a week.

Through the use of such systems, in particular the privacy of the individual is torpedoed, undermined and eroded. In our (Western) societies, privacy is linked to the well-being of the individual and is considered a high good to be protected. For example, Art 8 ECHR, Art 12 UDHR and Article 7 of the Charter of Fundamental Rights of the European Union (CFR) enshrine the protection of private life. And yet it is precisely this area that is of enormous, essential importance to us humans. As an undisturbed space for personal development, as a space in which we can simply be ourselves, away from social customs and guidelines, and have the power to decide how and with whom we share this sphere, this sphere is of immense importance for our lives. As the report of the German Data Ethics Commission states, this space is closely connected to the dignity of every human being. Self-determination in choosing and pursuing our life goals and lifestyles is an expression of human freedom. This self-determination also includes the right of the individual to determine who may collect and use which personal data, when and for what purpose (Datenethikkommission der Bundesregierung, 2019).

When scoring systems are coupled with emotion recognition systems, the result may not be increased objectivity or efficiency, but may also pose dangers to people concerned, such as limiting freedom of
thought, becoming screenable subjects for the state. Furthermore it might become increasingly interesting for powerful corporations to use this technology. From an ethical perspective, we are experiencing a new quality here: social profiling is experiencing a yet unseen dangerous horizon. Emotional AI scans and measures bodies, analyses vital signs, conscious or unconscious looks or expressions. The system analyses the entire body with all its functions and subsequently tries to turn our inner life inside out – it tries to look into our soul life and into our world of thoughts. It not only attempts to make our exterior but also our interior objectifiable and usable for certain purposes. From an ethical point of view, a massive warning must be issued here. Furthermore, these outlined potential dangers raise questions about the regulation of such AI-systems.

At this point, we would refer to the regulatory concept of Katharina Zweig and her colleague Tobias D. Krafft for AI and digital risk technology. In this framework, the extent to which a system should be regulated depends on the overall damage potential of the system and the degree of individual dependence on the system in question (Klingel et al., 2020). The European Union has also been working intensively on the topic of AI and risk technologies and their regulation for some time. The ethical approach chosen here, which aims at trustworthy AI, is based on the fundamental rights enshrined in the EU Treaties, the EU Charter and human rights. The ethical principles are derived from the understanding of fundamental rights, which include respect for human autonomy, prevention of harm, fairness and the explainability of systems. In order to be able to realise these prerequisites and create trustworthy AI, the primacy of human action over computer-based decisions is emphasised. The common ground is seen in respect for human dignity, reflecting the “human-centred approach” in which people are accorded a unique and inalienable moral status with primacy in the civil, political, economic and social spheres (High-Level Expert Group on Artificial Intelligence, 2019).

The AIA’s concept for regulations and measures in dealing with artificial intelligence focuses on the graduated risk-based approach. Social scoring systems are classified as an “unacceptable risk”. According to the Commission, these systems must be banned because they allow social behaviour to be assessed, thereby posing an unacceptable risk to the livelihood and rights of people in society (COM(2021) 206 final 2021/0106(COD)).

This truly personal space, which is an important dimension for the processes of our personality development, must therefore continue to be safeguarded. People must be able to live in public space without fear of constant surveillance and evaluation of their social life. This includes that their feelings, emotions or moods in public space are not analysed and interpreted by AI systems based on economic, political or other interests. Technical means must not be used unilaterally to exert pressure on members of society. The focus should be on supporting members of society who are affected by negative impacts of technologies. The needs of the socially weaker and vulnerable must be given special consideration within the framework of the common good-oriented use, the design of digital systems and in the context of digitally supported social processes.

4.3. Human dignity

“Human dignity is inviolable. It must be respected and protected” (Art 1 CFR).

The central message of our current fundamental rights catalogues is almost preamble-like the inviolability of human dignity (Art 1 CFR, Art 1 UDHR)). In this context, however, it must also be asked what is to be understood by the philosophically meaningful concept of human dignity. The German philosopher Immanuel Kant is often referred to with the concept of human dignity in this regard. For him, dignity is removed from any calculability; it has no price and knows no equivalents. Kant emphasises
the self-purposefulness of the human being and in this respect decisively excludes a devaluation of the human being to the level of an object and an associated evaluative comparability (Kant, 1785). Every human being is endowed with this dignity, which is an absolute incomparable value, and one cannot lose it at any time (Schaber, 2012).

In its report from 2019, the Data Ethics Commission of the German Federal Government also refers to the fundamental character of human dignity and implicitly refers in its argumentation to philosophical aspects articulated by Immanuel Kant. In doing so, it also decidedly refers to the fact that every human being is an individual and not a pattern of data points, who may not be classified in a classifying system across all their areas of life, as would be the case with a super-scoring system, for example. The protection of human dignity must therefore be taken into account, especially in the use of AI systems (Datenethikkommission der Bundesregierung, 2019).

Human dignity gives rise to the claim that every human being must be treated as a subject and not as an object in all state proceedings. This claim to social value and respect gives rise, for example, to the prohibition of humiliating or degrading punishments in criminal proceedings (see BVerfGe 72, 105; 115f with further references), or the prohibition of the use of lie detectors or a truth serum (certain drugs) against an individual’s will. Under the title of human dignity, the fundamental legal conditions of individual and social existence of human beings must be preserved.

This means that no person may be degraded to the status of a mere object of state power, insofar as their subject quality is thereby called into question. The philosopher Martha Nussbaum has done systemic work on this. According to this, a person is objectified when one of the following qualities is applied: (1) Instrumentality, (2) Denial of Autonomy, (3) Inertness, (4) Fungibility, (5) Volatility, (6) Ownership and (7) Denial of subjectivity – here meaning that the person is treated as if there were no reason to consider their inner experiences or feelings (Nussbaum, 1995, p. 257).

In this context, reference should be made once again to Annex III of the draft AIA, in which high-risk AI systems are mentioned in accordance with Article 6(2). In item 6b (law enforcement) and in item 7a (migration, asylum and border control), AI systems are mentioned that are intended to be used by law enforcement authorities as lie detectors and similar instruments or to determine the emotional state of a natural person. Objectification works both ways within a relationship between humans. As one person is objectified, there is at the same time a self-objectification of the other, who in turn loses the self-awareness of being a subject (Elias & Scotson, 2002).

But what when one of these two human subjects is exchanged with an object, like a machine, and the machines’ access to the individual data of the persons concerned turns them into digital objects for the purposes of companies or institutions? Especially when it occasionally involves the technical-digital objectification attempts of one of the most intimate and personal aspects of human existence – our emotions. While the first example involves an inevitable subject-object interaction in the respective concrete context, the second example presents a new, one might even say a special challenge. Does this mean that human dignity of people impacted by such AI systems is affected? With regard to Kant, this question must be affirmed, because the human being must never be an object, never a means for other purposes; he or she is always an end in himself or herself (Sandel, 2019). This raises the question of when a person becomes an object. In view of the criteria established by Nussbaum, of which only one would have to apply in order to identify such an objectification of a person, we see several criteria fulfilled here. Going into all the criteria individually would go beyond the scope of this paper. Therefore, from a research pragmatic point of view, we would like to briefly illuminate two criteria as examples. In view of the previous discussion in this paper, we have chosen the denial of autonomy and the denial of subjectivity.
The criteria that ultimately apply in a specific case always depend on the AI system concerned and the respective context. Hence, no generally valid statement can be made here. From our point of view, an emotional AI – especially if it is linked to a scoring system – would at least partially restrict the personal autonomy of the person concerned and thus their self-determination. For example when the behaviour displayed creates a score that has an impact on the real reality of life, as happens in some cities and municipalities in the context of the social credit system in China (Kühnreich, 2018; Schlieker, 2019; Sommer, 2020).

However, it is precisely the criterion of “denial of subjectivity” that we see as particularly tangential in the context of emotional data and emotional AI. The technical-digital objectification of emotions in data patterns subsequently makes it possible to classify them. This means that the feelings, inner experiences and emotions of individuals are not – or only to a limited extent – taken into account. This classification into different classes and groups and the associated objectification of the individual for various economic, political or other purposes – regardless of whether it is a matter of exercising control or protecting those affected – disregards human dignity. And with this, absolute boundaries are exceeded which from an ethical perspective must be particularly respected and protected.

5. Outlook and conclusion

Technological development shows us more and more how data is interconnected. Profiling and prediction for various purposes are – and this should further be refined – treated with particular caution from a data protection law perspective. It is becoming apparent that with emotional data, new categories of data are emerging that are not yet sufficiently covered by data protection law in this form. Emotional data and their processing affect the privacy of the individual in a particularly drastic way and their processing therefore poses a particularly high risk. It will therefore be necessary to discuss differentiated regulatory concepts for dealing with emotional data. Our society faces enormous ethical and legal challenges. As has been shown, emotions are increasingly being recorded and evaluated automatically. It is therefore necessary to create awareness of these categories of data in data protection law and, from an ethical point of view, to consider the interests of the individual but also the issue of the common good. All in all, as life becomes increasingly technological, the importance of human-centred design will become apparent.

We have been able to illustrate that emotional data and emotional AI will pose major challenges, especially regarding their regulation. Although regulatory impulses can be derived indirectly from already existing regulations, more explicit regulation of the handling of such data and technologies is needed. The very high probability of coupling such data and AI with social credit systems poses a further threat to individual and common welfare, since several ethical boundaries are being crossed here. Catholic social teaching and social ethics, for example, provide important ethical perspectives for dealing with these challenges. Additionally the reference to the dignity debate using philosophical perspectives from Kant and Nussbaum provides important impulses for dealing with these manifold challenges.

Especially complex topics such as emotional data and emotional AI touch on several fundamental rights (e.g. freedom of expression, privacy). Such technologies can be used under the sign of the good, but also under negative signs. For example, they can be used to foster security, but they can also lead to a new level of unwarranted and unnecessary control and surveillance. It is precisely this referencing of emotional data and emotional AI in the context of modern surveillance technologies that poses complex ethical and legal challenges to our society today. As a result, it is necessary to shape these challenges in a humane way. In the end, it must always be about people and their well-being. Fundamental rights of people must not be restricted due to new technological capabilities in the context of particular economic, political or other interests.
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