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Abstract. The inaugural in-person meeting for the “GameTable” COST Action’s Working Group 1 (WG1) on Search,
Planning, Learning, and Explainability took place at the Leiden Institute of Advanced Computer Science (LIACS) on January
31st, 2024. The primary aims of this meeting were to facilitate talks and discussions on, and connect researchers interested
in, three core research goals: (1) human-like game-playing AI, (2) imperfect-information games within a general game
playing context, and (3) explainable search and reinforcement learning in games. This report provides a summary of the
discussions and talks that took place during the meeting.

1. GAMETABLE – WORKING GROUP 1

GameTable1 is a network of researchers, funded by a European Cooperation in Science & Technol-
ogy (COST) grant, studying tabletop games from the perspectives of a variety of disciplines such as
artificial intelligence (AI), archaeology, and mathematics. The Action was initiated in October 2023,
and it will remain funded up to October 2027.

The network consists of five working groups (WGs), of which Working Group 1 – entitled Search,
Planning, Learning, and Explainability – focuses on topics such as search algorithms (Russell and
Norvig, 2020) and reinforcement learning (Sutton and Barto, 2018) for automated game playing, gen-
eral game playing (Pitrat, 1968), and explainability and interpretability of game-playing algorithms
and their decisions or decision-making processes. The first official, in-person meeting (with an option
for remote participation via Zoom) was organised on January 31, 2024, at the Leiden Institute of Ad-
vanced Computer Science in Leiden, the Netherlands. The meeting, which followed an Action-wide
kickoff event in Leiden on the preceding two days (Piette et al., 2024), was primarily organised by
Dennis Soemers and Jakub Kowalski, as leaders of the working group, with Mike Preuss providing
local support as employee in Leiden. This report summarises the discussions and talks that took place
in the meeting.
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2. MEETING REPORT

Working Group 1 (WG1) of the GameTable COST Action has a wide array of different goals and
objectives, which we aim to make progress on over the four-year lifetime of the Action. Many of these
goals revolve around further development of AI techniques for automated game-playing in general
contexts (applicable to many different tabletop games). The aim is to develop techniques that may
serve to estimate and analyse how humans in various cultures and periods of time may have played
and experienced such games, as originally envisioned and explored in the Digital Ludeme Project
(Browne, 2018; Browne et al., 2019; Soemers et al., 2019; Crist and Soemers, 2023). For this first
meeting, three specific topics were selected to be discussed in detail: (1) human-like game-playing
AI, (2) imperfect information games in a general game playing context, and (3) explainable search
and reinforcement learning in games. By no means do these three topics exhaustively cover all topics
of interest to the group, but they were identified as important and suitable topics of discussion for the
first meeting. The discussions that took place around these topics are presented in more detail in the
following three subsections.

When plans for the meeting were first announced to members of the group, in November 2023, mem-
bers were asked to explicitly express any potential interest in attending. The event was open to be
joined by any interested members of the Action in principle, but it was not possible to provide re-
imbursements for travel and accommodations to everyone. Based on expressions of interest, areas of
expertise, and levels of experience, a total of 20 participants were offered reimbursements. We en-
sured to have a suitable mix of early-career researchers and more experienced ones, as one of the
explicit goals of COST Actions in general is to enhance visibility of, and facilitate networking and
new opportunities for, young researchers in particular. The total number of participants (including
remote participation) was 28.

2.1. Human-like game-playing AI

This session started with one of the younger researchers among the participants, Dominik Jeurissen,
presenting recent work (Jeurissen et al., 2024) on using Large Language Models (LLMs) to play the
game of NetHack in a zero-shot manner (i.e., without any fine-tuning on the game). Thanks to the vast
amounts of “general knowledge” modern LLMs have observed in their training, likely including many
pieces of text written about popular games such as NetHack, these models appear to be capable of
making meaningful decisions in response to prompts about the current game state, as well as having
the ability to produce language-based outputs (e.g., explanations) about their decisions. While the
development of human-like AI was not necessarily the primary focus of this research, there are still
interesting potential relations to be explored. For example: may the nature of the model, which was
originally trained to effectively communicate with humans in human languages, as opposed to being
an algorithm designed or trained to play as well as possible, aid in producing a game-player that
behaves more human-like?

The remainder of the session on human-like game-playing AI shifted to a more open-ended discus-
sion, among the group of all participants, around questions such as:

• What does it mean for game-playing AI to be human-like?
• Why is human-like game-playing AI for tabletop games considered important?
• What are fruitful initial research directions and possible opportunities for grant proposals within

this topic?
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In the context of video games, there has been more work on aspects of human-like AI (Milani et al.,
2023), for purposes such as creating believable non-player characters or creating bots that can stand
in for disconnected players in multi-player games. In the context of board games, there has been
some work on e.g. developing cognitively plausible planning or learning algorithms (Mańdziuk, 2011,
2012). However, in GameTable, the focus is more on developing AI that can play games such that,
when statistics related to the gameplay experience are gathered, they will hopefully accurately esti-
mate the statistics that would have been collected by observing humans playing those games. These
statistics can be almost anything related to the gameplay experience including, but not limited to,
win/draw/loss percentages, durations (in turns or moves) of games, distributions of usage of differ-
ent sites (e.g., cells or vertices) on a board, and estimators of (differences between) skill floors and
ceilings.

Where possible, social and cultural contexts in which humans play(ed) games ought to be accounted
for. In contrast to the prevailing focus on competitiveness and strong or optimal play in most game
AI research, humans often play(ed) in contexts where winning – or delaying or avoiding losses – at
all costs is not the only (or even main) objective. Humans play tabletop games together with (and
often observed by) other humans (Crist et al., 2016), who they generally still want to be able to get
along with after play, or may even wish to impress with their unique or attractive and exciting playing
style. Going beyond the formal rules of a game (which themselves are also often already very much in
flux), this implies that there are often implicit rules (of etiquette) which human players tend to largely
abide by. For example, in many contexts they will not indefinitely stall a game to avoid losing, but
instead opt for a more interesting move (potentially leading to a faster loss), or at the very least simply
concede or agree to a tie and end the game, rather than continuing play for an infinite amount of time.
Humans may also intentionally not follow certain rules (i.e., cheat), but also cheating would have to
be done in an intelligent and subtle manner.

Another key aspect to human-like AI is that there is no such thing as a single, individual player that can
capture and represent the experience that humans playing games would have had. Games are generally
played by a wide variety of different players, of different (and changing) levels of skill, attention
spans, social expectations, reasons for playing other than winning, and so on. Sometimes, games are
played competitively in a formally organised tournament setting or for money bet in a tavern, possibly
between roughly equally-skilled players. Other times, games may be played between teachers and
students or (grand)parents and children, which may sometimes be for educational purposes and other
times simply to pass the time. This implies that we would often want a larger distribution of many
different AI players, rather than just a single “human-like” AI player.

The discussions at the meeting raised many of such interesting questions, but they continue to be
largely open research questions after our meeting. Some initial suggestions following from the dis-
cussion consist of looking at play traces of chess and Go (for which even historic traces of play
from centuries ago have been recorded), and seeking out increased collaborations with researchers
who could provide relevant insights from the field of psychology, in addition to the cultural and AI
research fields that are already well represented in GameTable.

2.2. Imperfect information games (in a general game playing context)

The field of General Game Playing (GGP) (Pitrat, 1968) has produced a wealth of research (Björnsson
and Schiffel, 2016), including many competitions (Genesereth et al., 2005; Genesereth and Björnsson,
2013) and game description languages and frameworks (Love et al., 2008; Genesereth and Thielscher,
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2014; Kowalski et al., 2019; Piette et al., 2020). This includes support for modelling imperfect-
information games – games where parts of the state can be unobservable to some players – in some
frameworks (Thielscher, 2010; Soemers et al., 2024), but the development of general agents that can
play any arbitrary imperfect-information game is severely lacking in comparison to the work on such
agents for perfect-information games.

There have been a few attempts at designing such agents (Schofield et al., 2012; Schofield and
Thielscher, 2019), but their playing strength is often still underwhelming in practice. There have
been great advances in algorithms for imperfect-information games over the past decade (Moravčík
et al., 2017; Brown and Sandholm, 2017, 2019; Brown et al., 2020; Schmid et al., 2023), but they tend
to require an extent of domain knowledge (to infer information sets from public states or construct
efficient representations of public belief states) that is not available in GGP contexts. A notable excep-
tion is Regularised Nash Dynamics (Perolat et al., 2022), which can be implemented with less need
for such knowledge (or ability to automatically infer it from game descriptions), although this work
is primarily known from results obtained with large neural network and massive compute resources,
which also poses a challenge in practice for scaling up to GGP with many and varied games.

Many of the discussions we had and questions that were raised in this session revolved around what
kinds of frameworks or infrastructure would need to be built or improved to accelerate research
towards truly general game playing in an imperfect-information context, with acceptable levels of
playing strength being practically feasible on a large scale in terms of number of games. GDL-II
(Thielscher, 2010) supports such research in principle, but its complexity of use and computational
inefficiency impede successful developments in practice. Ludii (Piette et al., 2020) already supports
the implementation of imperfect-information games in its game description language in theory (Soe-
mers et al., 2024), but in practice it would require substantial additions to the language for such
games to be describable in a manner that is as accessible and user-friendly as the language is for
perfect-information games (Morenville and Piette, 2024). The question whether it is really necessary
to have a single framework in which every (tabletop) imperfect-information imaginable can be imple-
mented in a non-programming language has also been raised. Perhaps we can simply make do with
a large array of games being implemented in a general-purpose programming language (as done in,
e.g., OpenSpiel (Lanctot et al., 2019)), or with multiple frameworks and game description languages
for multiple different subsets of imperfect-information games. Aside from frameworks for modelling
games, it is likely we could help accelerate research in this area by organising new competitions
(Togelius, 2016) focused on imperfect-information GGP.

In addition to these general discussions, Ondřej Kubíček and David Milec contributed talks on their
research. This included an exploration of a sound method to introduce search at test time on top of
a policy that was originally trained without search (Kubíček et al., 2024), as well the development
of sound and robust methods that can play well against strong opponents, whilst also managing to
exploit weaker opponents (Milec et al., 2024).

2.3. Explainable search and reinforcement learning (in games)

The session on explainable search and reinforcement learning (RL) methods (with a focus on appli-
cations in tabletop games) was filled with contributed talks on recent as well as planned research.
Manuel Eberhardinger explored how synthesising executable programs as policies may enhance ex-
plainability, as programs can be considered inherently explainable or interpretable (Eberhardinger
et al., 2023a,b). Ekkehard Schnoor contributed a talk with a focus on using concept-based approaches
(Kim et al., 2018; Achtibat et al., 2023) to discover human-understandable concepts learned using
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AlphaZero-like combinations of deep learning and search (Silver et al., 2018; McGrath et al., 2022;
Hammersborg and Strümke, 2023; Schut et al., 2023). Yngvi Björnsson provided arguments as to
why the game of Chess should be considered an ideal benchmark for current research on explainable
search and RL (Pálsson and Björnsson, 2023). Mark Winands presented a recent study on explain-
ing recommendations made by a search algorithm for SameGame (Sironi et al., 2023), and discussed
different types and forms of explanations that could be presented to humans. Finally, Hendrik Baier
contributed a talk on the recently launched hyPEr ExpeRt collaborative AI assistant (PEER) project,2

which aims to build artificial intelligence (AI) techniques that are explainable, aware of the need to
explain in their own search procedures, trustworthy, and human-centric.

3. CONCLUSION

The first in-person meeting for Working Group 1 of the GameTable COST Action produced fruitful
discussions on future research plans within the scope of the group and the Action, and enabled re-
searchers at various career stages to meet and present work to each other. The Action will continue
to fund similar meetings, combined meetings and events with other working groups, training schools,
short-termin scientific missions, and other networking and dissemination activities until October 2027.
We will also investigate opportunities to actively collaborate and write new grant proposals in the ar-
eas of research that have been discussed, and continue to highlight and support junior researchers in
the field. Researchers who are interested in joining the Action should feel free to apply via the COST
website.3
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