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Abstract. Translational research applies findings from basic science to enhance human health and well-being. In translational
research projects, academia and industry work together to improve healthcare, often through public-private partnerships. This
“translation” is often not easy, because it means that the so-called “valley of death” will need to be crossed: many interesting
findings from fundamental research do not result in new treatments, diagnostics and prevention. To cross the valley of death,
fundamental researchers need to collaborate with clinical researchers and with industry so that promising results can be im-
plemented in a product. The success of translational research projects often does not depend only on the fundamental science
and the applied science, but also on the informatics needed to connect everything: the translational research informatics. This
informatics, which includes data management, data stewardship and data governance, enables researchers to store and analyze
their ‘big data’ in a meaningful way, and enable application in the clinic. The author has worked on the information technology
infrastructure for several translational research projects in oncology for the past nine years, and presents his lessons learned
in this paper in the form of ten commandments. These commandments are not only useful for the data managers, but for all
involved in a translational research project. Some of the commandments deal with topics that are currently in the spotlight, such
as machine readability, the FAIR Guiding Principles and the GDPR regulations. Others are mentioned less in the literature, but
are just as crucial for the success of a translational research project.

Keywords: Translational research, medical informatics, data management, data curation, data science

1. Introduction

Translational research applies findings from basic science to enhance human health and well-being. In
a medical research context, it aims to “translate” findings in fundamental research into medical practice
and meaningful health outcomes. In translational research projects, academia and industry work together
to improve healthcare, often through public-private partnerships [28]. This “translation” is often not easy,
because it means that the so-called “valley of death” [4] will need to be crossed: many interesting find-
ings from fundamental research do not result in new treatments, diagnostics and prevention. To cross the
valley of death, fundamental researchers need to collaborate with clinical researchers and with industry
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so that promising results can be implemented in a product. Examples of initiatives supporting trans-
lational research are EATRIS [3], the European Infrastructure for Translational Medicine and NCATS
[24], the National Center for Advancing Translational Sciences in the USA.

The success of translational research projects often does not depend only on the fundamental science
and the applied science, but also on the informatics needed to connect everything: the ‘translational
research informatics’. This type of informatics was first described in 2005 by Payne et al. [36], as the in-
tersection between biomedical informatics and translational research. Translational research informatics
should enable the researchers to store and analyze their ‘big data’ in a meaningful way, and enable ap-
plication in the clinic [19]. This translational research informatics field includes data management, data
stewardship and data governance, which are receiving more attention recently. Data management (in
research) is the care and maintenance of the data that are produced during the course of a research cycle.
It is an integral part of the research process and helps to ensure that your data are properly organized,
described, preserved, and shared [40]. Data management ensures that the story of a researcher’s data
collection process is organized, understandable, and transparent [48]. According to Rosenbaum, 2010
[41], data stewardship is a concept with deep roots in the science and practice of data collection, shar-
ing, and analysis. It denotes an approach to the management of data, particularly data that can identify
individuals. Data governance is the process by which responsibilities of stewardship are conceptualized
and carried out. Perrier et al. (2017) presents an extensive overview of 301 articles on data management,
distributed over the six phases of the Research Data Lifecycle [15]: (1) Creating Data, (2) Processing
Data, (3) Analysing Data, (4) Preserving Data, (5) Giving Access to Data and (6) Re-Using Data. It
shows that most publications focus on phases 4 to 6 (especially phase 5), but not so much on phases 1 to
3, while these are equally important.

The author has worked on the information technology (IT) infrastructure, data integration and data
management for several translational research projects in oncology [20–22,27,39] for the past nine years,
as well as on a large Dutch translational research informatics project [32], and presents his lessons
learned in this paper in the form of ten commandments. These commandments are not only useful for
the data managers, but for all involved in a translational research project, since they touch upon crucial
elements such as data quality, data access and sustainability, and cover all phases of the research data
lifecycle. As opposed to most publications in the field of data management, this article even puts an
emphasis on the early phases of the research data lifecycle.

2. The ten commandments

2.1. Commandment 1: Create a separate data management work package

When clinicians, biologists and other researchers come together in a translational research project,
they often do not think about data management, data curation, data integration and the IT infrastruc-
ture, except for when it is already too late: the data sit on several computers scattered over different
organizations, and nobody knows how to combine them and make sense of them. The solution: create
a separate work package or work stream on data management. This work package can be thought of as
a sub-project, which has its own goal (or even a list of milestones and deliverables) and has full-time
equivalents (FTEs) and other financial resources allocated. Within this work package, a data manage-
ment plan (DMP) will be created which describes exactly how the data management will take place
(such a DMP is obligated nowadays in several funding programmes such as Horizon 2020 [17], and
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Fig. 1. A proposed work package (WP) structure for a translational research project.

with good reason). Since this data management work package will have touchpoints with the other (data
generating) work packages, the data management work package leader needs to be involved in all project
meetings. It is also advised to create a separate work package on data analysis, which gets its input from
the data management / data integration work package (Fig. 1).

2.2. Commandment 2: Reserve time and money for data entry

Investigators tasked with generating the hypotheses may not have the expertise to understand the
complexities of processing and managing data that are not clean and ready for analysis. For example,
they usually lack knowledge about an Electronic Data Capture (EDC) system such as OpenClinica [35],
Castor EDC [6] or REDCap [16], as part of work package 1 in Fig. 1. This work is often assigned to
trial nurses, who usually already have a high workload. The data entry work is on the bottom of their
priority list, which can cause delays and even errors. Which is a large concern, because data quality is an
important matter when it comes to data analysis [5]. Even when the data are extracted from an Electronic
Health Record (EHR) and entered into the EDC system automatically, this needs to be checked by
someone. The term “Garbage in, garbage out” (GIGO) comes from computer science, but applies to
medical data as well [26]. The solution here is to reserve money to hire people who can do this job for a
certain amount of hours per week. By spending relatively little money on data entry, one can save a lot
of time and money by not having to redo analyses because of missing or erroneous data.

This commandment does not apply to just clinical data but to the other data types as well: imaging
and digital pathology data often need to be annotated, biobank data usually need to be exported from a
Laboratory Information Management System (LIMS), and raw genomics data need to be processed first
before they can be used in an integrated database. All these steps need sufficient resources to make sure
that they are executed correctly.

2.3. Commandment 3: Define all data fields up front together with the help of data analysis experts

Within the Prostate Cancer Molecular Medicine (PCMM [20]) project, we noticed after a few years
that some information that was essential to answer certain research questions was not being collected in
the electronic case report form (eCRF). A second eCRF needed to be constructed, which resulted in a lot
of time being spent on going back to the patient’s entries in the hospital system and collecting the data,
if they were there at all. We learned our lesson. Within the Movember Global Action Plan 3 (GAP3)
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Fig. 2. The clinical data collection process.

project [21], all parties together created the Movember GAP3 codebook, which was an extensive list of
data fields designed to answer all research questions that we could think of at the start of the project. The
statisticians within the project were very much involved in the codebook creation, because they had the
clearest insights on what was needed here. Besides the data field name, we stored the data type (integer,
float, string, categorical, etc.) and the unit (days, years, cm, kg, kg/m2, ng/ml, etc.), and (in case of a
categorical data type) listed the categories (e.g. the TNM staging system). In case of a derived data field,
the codebook explains how this data field is calculated. Examples here are data fields such as age, BMI
and days since diagnosis. Because part of the Movember GAP3 data was retrospective, we created some
data model mapping scripts [23] to map the existing data to this codebook, as well as some data curation
scripts that check if the data fall into the expected range and do not contain any discrepancies.

Figure 2 describes the clinical data collection process. The green parts are these steps of the process
that are necessary, whereas the red parts are steps that are unnecessary in modern translational research.
The green parts include the construction of the codebook, the eCRF creation, the data entry into the
eCRF, the data integration into the database and the data analysis leading to results. The red parts include
the creation of and the data entry into the paper CRF, which ideally should be avoided because this
gives the data entry person double work. The information should be entered directly into the eCRF
instead. The yellow line should only be followed when, even after carefully constructing the codebook,
more data fields need to be included. Ideally, the codebook should also be compliant with ontologies
for translational research such as the Basic Formal Ontology (BFO), the ontologies listed by the Open
Biological and Biomedical Ontology (OBO) foundry and the Relation Ontology (RO) [46].

Other data types that are important in translational research, as listed in Fig. 1 (WP 2–5), often do
not need a codebook because they are stored in standardized file formats such as Digital Imaging and
Communications in Medicine (DICOM, for imaging and digital pathology data). However, information
derived from these data types, such as PI-RADS scores (from prostate cancer MR images) and Gleason
scores (from prostate cancer digital pathology images) should be stored in the codebook as well, to
ensure that these values can be compared with the clinical data gathered in the eCRF.

2.4. Commandment 4: Make clear arrangements about data access

In large consortia, especially consortia with both academic partners and commercial partners, data
access can be a sensitive issue. Therefore, it needs a clear arrangement up front. Of course, data access
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needs to be arranged in the informed consent as well, as patients are the data owners, and the General
Data Protection Regulation (GDPR [10], within the EU) and the Health Insurance Portability and Ac-
countability Act (HIPAA [12], within the US) have strict regulations about the patient’s privacy. The
GDPR puts some constraints on data sharing, e.g., if a data controller wants to share data with a third
party, and that third party is a processor, then a Data Processor Agreement (DPA) needs to be created.
Furthermore, the informed consent that the patient signs before participating in a study needs to state
clearly for what purposes their data will be used.

Ideally, at the end of the project, when all goals have been met and results have been published, the
de-identified data should be shared with the whole world, if privacy regulations allow it. After all, the
goal of a translational research project is to “translate” findings in fundamental research into medical
practice and meaningful health outcomes, which can only be achieved if data are being shared as soon
as possible, because then the whole world can use the data. This future public availability of the data
should be included in the informed consent as well. As GDPR article 4 [10] states that “consent of the
data subject means any freely given, specific, informed and unambiguous indication of the data subject’s
wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the
processing of personal data relating to him or her”, this means that there should be a “yes/no” question
or checkbox for the option to share the data in a public repository at the end of the study. If the patient
answers “no” or does not check the box, the patient should still be allowed to enter the study, but his/her
data cannot be submitted to a public repository.

2.5. Commandment 5: Agree about de-identification and anonymization

The responsibility for proper de-identification of the data often lies with the organization that collects
the data (usually the hospital), because they are the ones that have the EHR. They should create a study
subject ID for each subject, which can only be mapped to the original subject ID by a mapping table
residing at the hospital. If the party performing the data integration receives data that are not properly de-
identified by the hospital, the data should be destroyed immediately, the breach should be reported, and a
new data submission should be requested. If a subject at any time requests to have his/her data removed
from the central database, the hospital should inform the data manager about which data belonging to
which study subject ID need to be removed. In the case that the data integration expert also needs to do
the de-identification and anonymization, this should be arranged very clearly in the informed consent
and the data processor agreement. For textual and numerical data, open-source software packages are
available that can help with anonymization, such as the ARX anonymization tool [38]. For imaging data,
anonymization tools are available that can strip any identifiable information from DICOM tags, such as
the DICOM anonymizer [8] and the DicomCleaner [9].

2.6. Commandment 6: Reuse existing software where possible

There is usually no need to develop tools for data capturing, data management, data quality control,
etc. from scratch, because there are many open source tools available for this, which can not only be
used freely but also developed further. Within the Translational Research IT (TraIT) project [32] of the
Center for Translational Molecular Medicine (CTMM), a list of suitable open source tools was created,
which included OpenClinica [35], XNAT [29] and tranSMART [43]. For areas where there was no tool
available, software was created. An overview of the TraIT tools can be found at https://trait.health-ri.nl/

https://trait.health-ri.nl/trait-tools/
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trait-tools/. Most translational research projects have similar problems, so when starting a new project, it
is generally a good idea to see how they solved these problems, and if their solution can be reused. This
reusability also increases the reproducibility of the research, because there is no reliance on obscure,
custom-made computer scripts or websites. Table 1 shows an up-to-date list of freely available software
related to translational research, including a description and the main data type it processes. This list was
created by combining the overview of TraIT tools with an extensive PubMed search. It might be out of
date soon, but provides a useful summary of the currently available tools.

Table 1

Freely available software in the area of translational research informatics

Name Main data type Description URL
cBioPortal [11] Genomics The open source cBioPortal for Cancer Genomics

provides visualization, analysis, and download of
large-scale cancer genomics data sets. A public
instance of cBioPortal (https://www.cbioportal.
org) is hosted and maintained by Memorial Sloan
Kettering Cancer Center. It provides access to data
by The Cancer Genome Atlas as well as many
carefully curated published data sets. The
cBioPortal software can be used to create local
instances that provide access to private data.

https://github.com/cBioPortal/

Dicoogle [7] Imaging Dicoogle is an open source Picture Archiving and
Communications System (PACS) archive. Its
modular architecture allows the quick
development of new functionalities, due to the
availability of a Software Development Kit (SDK).

http://www.dicoogle.com/

Galaxy [1] Genomics Galaxy is a scientific workflow, data integration,
and digital preservation platform that aims to
make computational biology accessible to research
scientists that do not have computer programming
or systems administration experience. Although it
was initially developed for genomics research, it is
largely domain agnostic and is now used as a
general bioinformatics workflow management
system.

https://usegalaxy.org/

I2B2 [33] Clinical Informatics for Integrating Biology and the
Bedside (i2b2) is one of the sponsored initiatives
of the NIH Roadmap National Centers for
Biomedical Computing. One of the goals of i2b2
is to provide clinical investigators with the
software tools necessary to collect and manage
project-related clinical research data in the
genomics age as a cohesive entity; a software suite
to construct and manage the modern clinical
research chart.

https://www.i2b2.org/

Occhiolino [34] Biobank GNU LIMS, also known as Occhiolino is an open
source laboratory information management system
(LIMS), aiming for healthcare laboratories. It is
fully compatible with GNU-Health with complete
workflow process control integration.

http://lims.gnu.org/

OpenClinica
Community
Edition [35]

Clinical The world’s first commercial open source clinical
trial software serving for the purpose of clinical
data management and electronic data capture.

https://www.openclinica.com/

https://trait.health-ri.nl/trait-tools/
https://www.cbioportal.org
https://www.cbioportal.org
https://github.com/cBioPortal/
http://www.dicoogle.com/
https://usegalaxy.org/
https://www.i2b2.org/
http://lims.gnu.org/
https://www.openclinica.com/


T. Hulsen / The ten commandments of translational research informatics 347

Table 1

(Continued)

OpenSpecimen
[30]

Biobank The OpenSpecimen LIMS application allows
bio-repositories to track biospecimens from
collection to utilization across multiple projects,
collect annotations, storage containers, track
requests and distribution, and has multiple
reporting options. It streamlines management
across collection, consent, quality control, request
and distribution and is highly configurable and
customizable.

https://www.openspecimen.org/

Orthanc [25] Imaging Orthanc aims at providing a simple, yet powerful
standalone DICOM server. It is designed to
improve the DICOM flows in hospitals and to
support research about the automated analysis of
medical images.

https://www.orthanc-server.com/

QuPath [2] Digital
pathology

QuPath is new bioimage analysis software
designed to meet the growing need for a
user-friendly, extensible, open-source solution for
digital pathology and whole slide image analysis.

https://qupath.github.io/

REDCap [16] Clinical REDCap (Research Electronic Data Capture) is a
browser-based, metadata-driven electronic data
capture software solution and workflow
methodology for designing clinical and
translational research databases. Development of
the software takes place by collaborative software
development through the REDCap consortium.

https://projectredcap.org/

SlideAtlas [45] Digital
pathology

SlideAtlas is an open-source, web-based, whole
slide imaging platform. It provides features for
multiple stages of a digital pathology workflow,
including automated image uploading, image
organization and management, automatic
alignment and high-performance viewing of 3D
image stacks, online annotation/markup and
collaborative viewing of images.

https://slide-atlas.org/

tranSMART [43] Integration tranSMART is a suite of data exploration,
visualization, and extract-transform-load (ETL)
tools, which were originally developed by Johnson
& Johnson for translational research studies. The
software was released in 2012 as an open-source
platform. It continues to be developed and
maintained by a community effort, coordinated by
the i2b2 tranSMART Foundation.

https://transmartfoundation.org/
current-transmart-platform-release/

XNAT [29] Imaging XNAT is an open-source imaging informatics
software platform dedicated to helping perform
imaging-based research. XNAT’s core functions
manage importing, archiving, processing and
securely distributing imaging and related study
data.

https://www.xnat.org/

2.7. Commandment 7: Make newly created software reusable

Although it is proposed at commandment 6 that existing software should be reused as much as pos-
sible, there might be cases where study-specific software needs to be created, for example to perform
novel analyses. If there are no intellectual property issues, this newly created software can be submitted

https://www.openspecimen.org/
https://www.orthanc-server.com/
https://qupath.github.io/
https://projectredcap.org/
https://slide-atlas.org/
https://transmartfoundation.org/current-transmart-platform-release/
https://transmartfoundation.org/current-transmart-platform-release/
https://www.xnat.org/
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to repositories such as GitHub [37], SourceForge [47] or FigShare [44], or it can be made available on
a custom-made website, and then referenced on Zenodo [52]. Griffin et al. [13] gives a good overview
of the possibilities. This way, future translational researchers can reuse the software and do not need to
reinvent the wheel. Github already hosts several scientific data management packages, such as Rucio
(https://github.com/rucio/rucio), ISA tools (https://github.com/ISA-tools/isa-api) and Clowder (https://
github.com/ncsa/clowder). There is also an overview of all 1,720 bioinformatics repositories on GitHub
available [42]. If the software is submitted to one of these popular repositories, and it is accompanied
with metadata that describes accurately what the software can do, it will be much easier for researchers
to find the software and share it with other potential users.

2.8. Commandment 8: Adhere to the FAIR guiding principles

In 2016, the FAIR Guiding Principles for scientific data management and stewardship [50] were pub-
lished. FAIR stands for the four foundational principles – Findability, Accessibility, Interoperability, and
Reusability – that serve to guide data producers and publishers as they navigate around the obstacles
around data management and stewardship. The difference with similar initiatives is that the FAIR prin-
ciple do not only support the reuse of data by individuals, but also put emphasis on enhancing the ability
of machines to automatically find and use the data. The elements of the FAIR Guiding Principles are
related, but independent and separable:

– Findability is about making sure that the data can be found, e.g. by using a unique and persistent
identifier and by the use of rich metadata which is registered or indexed in a searchable resource.

– Accessibility refers to the retrievability of the data and metadata by their identifier using a stan-
dardized communications protocol, and the access to the metadata even when the data are no longer
available.

– Interoperability is about the usage of ontologies, vocabularies and qualified references to other
(meta)data so that the data can be integrated with other data.

– Reusability refers to describing the (meta)data with a plurality of accurate and relevant attributes,
releasing with a clear and accessible data usage license, etc., in order to enable reuse of the data.

The FAIR Guiding Principles should be applied to both data and software created in a translational
research project, to achieve transparency and scientific reproducibility. An example of a FAIR-compliant
dataset, is the Rembrandt brain cancer dataset [14]. This dataset is ‘findable’: it is hosted in the George-
town Database of Cancer (G-DOC), with provenance and raw data available in the National Institute of
Health (NIH) Gene Expression Omnibus (GEO) data repository. These resources are publicly available
and thus ‘accessible’. The gene expression and copy number data are in standard data matrix formats
that support formal sharing and satisfy the ‘interoperable’ condition. Finally, this dataset can be ‘reused’
for additional research through either the G-DOC platform or GEO.

2.9. Commandment 9: Make sure that successors are being instructed correctly

Translational research projects usually take 4 to 5 years. Clinicians, researchers and data managers,
but also trial nurses, might come and go during this period. If these trial nurses performed the data entry
for the study, they probably spent quite some time learning how to enter data into the eCRF. To avoid
that the new data entry person needs to spend a similar amount of time to learn about this data entry,
the old data entry person should properly instruct the new person, reducing the learning time. The same
holds for the data managers. The leader of the data management work package (see commandment 1)

https://github.com/rucio/rucio
https://github.com/ISA-tools/isa-api
https://github.com/ncsa/clowder
https://github.com/ncsa/clowder
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might even make a data entry manual together with the data entry person, to ensure that any transfers of
data entry tasks will go smoothly. As stated in commandment 2: data quality is extremely important and
thus correct data entry should be a priority.

2.10. Commandment 10: Make it sustainable: What happens after the project?

When starting a new translational research project, big plans are made for the duration of the project,
but very often not so much for the period after. What will happen when the project is finished? For
example: who will pay for the continued storage of left-over biomaterials? Who will keep the database
running? The researchers might even want to continue the project with yearly updates, because long-
term follow-up information could be very valuable in these type of projects. Or they want to submit the
data to a repository such as Dataverse [31] or Dryad [49], if the informed consent allows it. Publicly
available datasets can be a goldmine for future research [18], certainly with the rise of artificial intelli-
gence methods. At the start of the project, the researchers should already make a plan for what happens
at the end of the study, when funding runs out, to avoid that data and biomaterials are lost for future
research. This planning should also include a financial paragraph, because hosting of data (and storage
of biomaterials) will need to be financed somehow, especially if the data are not submitted to a public
repository.

3. Summary and conclusions

Translational research informatics is a field that is linked to data science and big data analytics, be-
cause of the ever growing size of the datasets and the need for analysis by machines. This means that the
research output generated by the studies should be machine-readable, i.e. properly described by meta-
data, standardized according to ontologies, etc. [50]. The field is also heavily influenced by new privacy
laws such as the GDPR: the infrastructure that is created needs to comply with stricter security and
privacy rules than ever before. More emphasis is being placed on the importance of de-identification,
pseudonymization and anonymization, certainly now that there is a trend to connect translational re-
search informatics systems directly to the EHR [51], which contains personal data. Moreover, security
measures such as multi-factor authentication (MFA) and data encryption are getting more common. The
ten commandments presented in this article (see Table 2 for the summary) reflect the current state of the
field, and might be subject change in a rapidly developing field. The rise of ‘open science’ and, related

Table 2

Summary of the ten commandments of translational research informatics

1 Create a separate data management work package
2 Reserve time and money for data entry
3 Define all data fields up front with the help of data analysis experts
4 Make clear arrangements about data access
5 Agree about de-identification and anonymization
6 Reuse existing software where possible
7 Make newly created software reusable
8 Adhere to the FAIR Guiding Principles
9 Make sure that successors are being instructed correctly

10 Make it sustainable: what happens after the project?
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to this, the FAIR Guiding Principles, gives much-needed attention to data sharing, reuse of data and
methods, and reproducibility. In some funding programs, such as Horizon 2020 from the EU, projects
are already instructed to adhere to the FAIR Guiding Principles, and to create a Data Management Plan
(DMP) which helps to think about data sharing, what will happen to the data after the project, etc. The
other commandments listed here are mentioned less in the literature, but are just as crucial for the success
of a translational research project.
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