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1. Characteristics of networks used in the
experiments

Below characteristics of all used in the experiments
datasets are presented in a form of boxplots. For each
class within a given network such metrics as: indegree
centrality, outdegree centrality, betweeness centrality,

Fig. 14. Characteristics of CSPhd network.

page rank, clustering coefficient, hub centrality, and
authority are considered.

Each boxplots shows: on each box, the central mark
is the median, the edges of the box are the 25th and
75th percentiles, the whiskers extend to the most ex-
treme data points not considered outliers, and outliers
are plotted individually.
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Fig. 15. Characteristics of AMD network.
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Fig. 16. Characteristics of Net Science network.
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Fig. 17. Characteristics of Pairs FSG network.
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Fig. 18. Characteristics of Pairs FSG small network.
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Fig. 19. Characteristics of yeast network.
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2. Distribution of classes in analysed networks

Below distribution of classes within each analysed
network is presented.

(a) (b)

(c) (d)

Fig. 20. Histograms of classes for all evaluated networks. (a) CSPhD network; (b) AMD network; (c) NetScience network; (d) PAIRS_FSG
network; (e) PAIRS_FSG_small network; (f) YEAST network.
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(e) (f)

Fig. 20. (Continued.)

3. Representativeness of sampled data

The representativeness of a data sample is as-
sessed using Kullback–Leibler divergence (a.k.a. rel-
ative entropy) which is a measure of the difference
between two probability distributions. It measures
how much information is lost when one probabil-
ity distribution (in our case it is a distribution of-

classes in a given sample – 10%, . . . , 90% of the
whole dataset) is used to approximate another one
(in this paper it is the probability distribution of
classes in the whole dataset). The smaller the diver-
gence the smaller loss; 0 means that no information is
lost.

Below the Kullback–Leibler divergence for each
analysed network is presented.
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Fig. 21. Kullback–Leibler divergence for CSPhd network.

Fig. 22. Kullback–Leibler divergence for AMD network.
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Fig. 23. Kullback–Leibler divergence for Net Science network.

Fig. 24. Kullback–Leibler divergence for Pairs FSG network.
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Fig. 25. Kullback–Leibler divergence for Pairs small FSG network.

Fig. 26. Kullback–Leibler divergence for yeast network.
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