Extracting meaning from research – using confidence intervals
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Whenever disseminating research findings researchers should consider their audience, the reader [1]. To effectively transfer information to clinical practice, findings should be presented in an easy to understand format [2] that characterises the clinical importance of the findings [3]. In the first of the series of statistics bites the limitations of the ’P’ value for decision making were outlined [4]. The ’P’ value provides information as to whether or not the observed test result was due to chance. The role of chance does need to be evaluated, but relying on a P value alone is an over reduction of the data [5]. No matter how precisely the P value is reported it will not give an indication of the clinical importance of the results [6]. So, clinically important results may not be statistically significant, and significant results may not be clinically important. Study results must be presented in a way that clinicians can put them to use, as estimates with their associated confidence interval (CI).

In reality, any study attempts to estimate what would be expected in a defined population of interest if they were all studied [7]. Estimation is the process of providing a numerical value for a population parameter [8]. It contrasts with hypothesis testing by aiming to quantify the effect of interest as an estimate that is clinically relevant [5]. In its simplest form, an estimate can be a single value or a ‘point estimate’, such as a mean or a percentage, but this gives no indication of how the value might vary in the population [9]. Around the point estimate, a CI gives a range of values, that are likely to contain the true population value at a given level of confidence, usually 95% [2].

To illustrate the CI, the data presented in the first article [4] of this series will be used, it is re-shown in Table 1. The treatment group has undergone a new therapy for low back pain, and the visual analog scale (VAS) pain scores are reported. From the table it can be seen that in the standard care group VAS score changed by 0.1(0.3) [mean(sd)] and by 2.4(0.5) in the treatment group. When the null hypothesis of no difference between the groups’ change scores was tested, it gave the result t18 = −12.01, P = 0.001. There was a mean difference between the groups of 2.3 in favour of the treatment group. The 95% CI was calculated as 1.9 to 2.7.

So what is known? Firstly the difference is significant (P = 0.001), with the information coming from the P value. Secondly, the best estimate of the difference in the two groups is the mean of 2.3. However, this will vary between 1.9 and 2.7, if the study was repeated. The reader now has to decide if this is applicable to his or her practice. Firstly, is the observed difference clinically important? Is the observed difference noteworthy in this situation? Secondly, using the information from the 95% CI, would you as a practitioner be happy with the possibility that in the longer term that the score would vary between 1.9 and 2.7? Third,
Table 1
Visual analog scale pain scores for standard care and treatment groups, pre and post

<table>
<thead>
<tr>
<th>Group</th>
<th>Pre</th>
<th>Post</th>
<th>Change</th>
<th>Pre</th>
<th>Post</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Care</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Treatment</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Mean</td>
<td>3.9</td>
<td>3.8</td>
<td>0.1</td>
<td>4.1</td>
<td>1.7</td>
<td>2.4</td>
</tr>
<tr>
<td>SD</td>
<td>1.4</td>
<td>1.3</td>
<td>0.3</td>
<td>1.2</td>
<td>0.9</td>
<td>0.5</td>
</tr>
</tbody>
</table>

is this a good estimate, or is it too inconsistent for you? I would suggest that as the width of the 95% CI is 0.8, it is quite good. It is narrow and represents a good estimate of the population mean. Lastly, as the 95% CI does not cross the null value, in this case 0, the difference is significant, $P < 0.05$.

It is difficult to think of a situation where a CI is not preferable to a $P$ value [6]. They convey lots of useful information for clinicians. A main function of a CI is to convey the (im)precision or uncertainty of the observed statistics [3, 5]. At a given level of confidence, a narrower CI will provide a better estimate, with less variability than a wider CI [6]. The width of a CI is determined by three factors:

1. The level of confidence chosen, a higher level of confidence will result in a wider interval [10];
2. The inherent variability of what is being measured, less variability will lead to a more precise estimate [10];
3. The sample size [10]: The variability is affected by the square root of the sample size [5]. Put simply, larger sample provides more information than smaller samples.

Another advantage of interpreting CIs is that they are reported in the original units of measurement [5], the clinician doesn’t have to decipher a $P$ value. It is also possible for readers to calculate them if they are not provided [5].

The International Committee for Medical Journal Editors (ICMJE) instructions for authors [11] requests that CIs are presented where appropriate, stating “When possible, quantify findings and present them with appropriate indicators of measurement error or uncertainty (such as confidence intervals). Avoid relying solely on statistical hypothesis testing, such as $P$ values, which fail to convey important information about effect size.” In addition several authors have requested greater use of CIs [5, 12, 13] and a move toward estimation science [12]. But, it has also been suggested that $P$ values are reported alongside [6] as continuous numerical value [12] (e.g. $P=0.03$).

However, when reporting CIs, report the CI for the difference [5]. If individual group CIs are reported, their interpretation becomes much more difficult [5, 14]. A CI is applicable whenever an inference to a population is being made. Their use moves decision making away from the yes or no of the $P$ value. By presenting not a single value, but a range of values that estimate the population value, the reader is able to view them into context. Embracing evidence-based practice means integrating best research evidence with clinical expertise and patient values [2]. This puts the onus on clinicians to find and interpret research evidence. Similarly, researchers must present their findings in a way that they can be put to clinical use [2]. It has been suggested that clinicians are sometimes forced to make clinical decisions based on incomplete evidence [15]. To improve clinical decision making, researchers need to give information about the magnitude and certainty of the results, along with some indication of what is likely to happen in the population under investigation [3]. The time has come for researchers to present CIs and for readers to expect them.
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