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Abstract

The quantifier-free extensional theory of arrays TA plays an important role in hard-
ware and software verification. In this article we present a novel decision procedure that
refines formula abstractions with lemmas on demand. We consider the case where TA is
combined with a decidable quantifier-free first-order theory TB . Unlike traditional lazy
SMT approaches, where lemmas are added on the boolean abstraction layer, our decision
procedure adds lemmas in TB . We discuss our decision procedure in detail. In particular,
we prove soundness and completeness, and discuss complexity. We present our decision
procedure in a generic context and provide implementation details and optimizations, in
particular for bit-vectors. Finally, we report on experiments and discuss related work.
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1. Introduction

Arrays are important and widely used non-recursive data-structures, natively supported by
nearly all programming languages. Software systems rely on arrays to read and store data
in many different ways. In formal verification arrays are used to model main memory in
software, and memory components, e.g. caches and FIFOs, in hardware systems. Typically,
a flat memory model is appropriate and a memory is represented as a one-dimensional array
of bit-vectors. The ability to compare arrays supports complex memory verification tasks
like verifying that two algorithms leave memory in the same state. Reasoning about arrays
is an important issue in formal verification and efficient decision procedures are essential.

Recently, Satisfiability Modulo Theories (SMT) solvers gained a lot of interest both in
research and industry as their specific decision procedures, e.g. for the theory of arrays,
turned out to be highly efficient. The SMT framework provides first-order theories to
express verification conditions of interest. An SMT solver decides satisfiability of a formula
expressed in a combination of first-order theories. Typically, specific decision procedures for
these theories are combined by frameworks like [4, 45, 50]. Furthermore, theory combination
does not have to be performed eagerly, but may also be delayed [15, 24]. If the formula is
satisfiable, then most SMT solvers provide a model. In formal verification, a model typically
represents a counter-example which may be directly used for debugging.

SMT approaches can be roughly divided into eager and lazy. In the lazy approach, the
DPLL [28] procedure is interleaved with highly optimized decision procedures for specific

c©2009 Delft University of Technology and the authors.



R. Brummayer and A. Biere

first-order theories. Decision procedures may be layered, i.e. fast (incomplete) subproce-
dures are called before more expensive ones [22].

Boolean formula abstractions are enumerated by the DPLL engine. Theory solvers
compute whether the enumerations produce theory conflicts or not. Boolean lemmas are
used to iteratively refine the abstraction. The DPLL procedure is responsible for boolean
reasoning and is the heart of this approach. Even case splits of the theory solvers may be
delegated to the DPLL engine [8]. For more details about lazy SMT see [46, 49].

In the eager approach, the theory constraints are eagerly compiled into the formula,
i.e. an equisatisfiable boolean formula is built up front. For example, in the theory of unin-
terpreted functions, function symbols are eagerly replaced by fresh variables. Furthermore,
congruence constraints are added to the formula. These constraints, which are also called
Ackermann constraints [3], are used to ensure functional consistency. Finally, the formula
is checked for satisfiability once. In contrast to the lazy approach, no refinement loop is
needed. For more details about SMT and first-order theories see [13, 16, 40, 46, 49].

We present a novel decision procedure for the extensional theory of arrays. In our deci-
sion procedure an over-approximated formula is solved by an underlying decision procedure.
If we find a spurious model, then we add a lemma to refine the abstraction. This is in the
spirit of the counter-example-guided abstraction refinement approach [27].

We consider the case where the quantifier-free extensional theory of arrays TA is com-
bined with a decidable quantifier-free first-order theory TB, e.g. bit-vectors. Our decision
procedure uses an abstraction refinement similar to [7, 30, 34]. However, we do not use
a propositional skeleton as in [49], but a TB skeleton as formula abstraction. Similar to
STP [35, 36], we replace reads by fresh abstraction variables and iteratively refine the for-
mula abstraction. Therefore, our abstraction refinements are in TB.

This article is an improvement and extension of a preliminary version presented at the
SMT’08 workshop [19]. We discuss our decision procedure in a more generic context and
prove soundness and completeness. As implementing a decision procedure presented at
an abstract and theoretical level is nontrivial, we also provide implementation details and
optimizations, in particular in combination with bit-vectors.

This article is organized as follows. In §2 and §3 we provide the necessary theoreti-
cal background. We introduce the extensional and non-extensional theory of arrays, and
discuss preliminaries for our decision procedure. In §4 we treat preprocessing and in §5
formula abstraction. In §6 we present a high-level overview of our decision procedure. In
§7 we informally introduce the main parts of our decision procedure: consistency check-
ing and lemma generation. In §8 we formally define how lemmas are generated and prove
soundness. In §9 we prove completeness and in §10 we discuss complexity. In §11 we discuss
implementation details and optimizations, and report on experimental results in §12. In
§13 we discuss related work, and finally conclude in §14.

2. Theory of Arrays

In principle, the theories of arrays are either extensional or non-extensional. While the
extensional theories allow to reason about array elements and arrays, the non-extensional
theories support reasoning about array elements only. McCarthy introduced the classic
non-extensional theory of arrays with the help of read-over-write semantics in [44].
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A first-order theory is typically defined by its signature and set of axioms. The theory
of arrays has the signature ΣA : {read ,write,=}. The function read(a, i) returns the value
of array a at index i. Arrays are represented in a functional way. The function write(a, i, e)
returns array a, overwritten at index i with element e. All other elements of a remain the
same. The predicate = is only applied to array elements. The axioms of the theory of
arrays are the following:

(A1) i = j ⇒ read(a, i) = read(a, j)

(A2) i = j ⇒ read(write(a, i, e), j) = e

(A3) i 6= j ⇒ read(write(a, i, e), j) = read(a, j)

Additionally, we assume that the theory of arrays includes the axioms of reflexivity, sym-
metry and transitivity of equality. If we also want to support equality on arrays, then we
need an additional axiom of extensionality:

(A4) a = b ⇔ ∀i (read(a, i) = read(b, i))

Note that (A1) and the implication from left to right of (A4) are instances of the function
congruence axiom schema. Alternatively, (A4) can be expressed in the following way:

(A4′) a 6= b ⇔ ∃λ (read(a, λ) 6= read(b, λ))

One can interpret (A4′) in the way that if and only if a is unequal to b, we have to find a
witness of inequality, i.e. we have to find an index λ at which the arrays differ.

In the rest of this article we write TA to denote the quantifier-free fragment of the
extensional first-order theory of arrays. We write TA |= φ to denote that a ΣA formula φ
is valid in TA (TA-valid). A ΣA-formula is TA-valid if every interpretation that satisfies the
axioms of TA also satisfies φ.

3. Preliminaries

We assume that we have a decidable quantifier-free first-order theory TB supporting equality.
TB is defined by its set of axioms and by its signature ΣB. We assume that ΣA∩ΣB = {=},
i.e. the signatures are disjoint, only equality is shared. Terms are of sort Base. Furthermore,
we assume that we have a sound and complete decision procedure DPB such that:

1. DPB takes a ΣB-formula and computes satisfiability modulo TB.

2. If a ΣB-formula is satisfiable, DPB returns a B-model σ mapping terms and formulas
to concrete values.

In the literature, models are satisfying assignments to variables only. However, we assume
that DPB also provides consistent assignments to arbitrary terms and formulas in the input
formula. Implementing this feature is typically straightforward as we can replace variables
with their concrete assignments and recursively evaluate terms and formulas to obtain
each assignment. If we use a SAT solver inside DPB in combination with some variant of
Tseitin encoding [52], then we can directly evaluate the assignments to the auxiliary Tseitin
variables of each term resp. formula.
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Our decision procedure DPA decides satisfiability modulo TA ∪ TB. The signature of
TA is augmented with the signature of TB and the combined theory TA ∪ TB includes the
axioms of TA and TB. Array variables and writes are terms of sort Array . They have sets
of indices and values of sort Base1. Our decision procedure takes a (ΣA ∪ΣB)-formula φ as
input and decides satisfiability. If it is satisfiable, then our decision procedure provides an
A-model. In contrast to B-models, A-models additionally provide concrete assignments to
terms of sort Array .

4. Preprocessing

We apply the following two preprocessing steps to the input formula φ. We assume that φ
is represented as Directed Acyclic Graph (DAG) with structural hashing enabled, i.e. syn-
tactically identical subformulas and subterms are shared. Furthermore, we assume that
inequality is represented as combination of equality and negation, i.e. a 6= b is represented
as ¬(a = b).

1. For each equality a = c ∈ φ between terms of sort Array , we introduce a fresh
variable λ of sort Base and two virtual reads read(a, λ) and read(c, λ). Then, we add
the following top-level constraint:

a 6= c → ∃λ. read(a, λ) 6= read(c, λ)

2. For each write(a, i, e) ∈ φ, we add the following top-level constraint:

read(write(a, i, e), i) = e

These steps add additional top-level constraints c1 . . . cn to φ to the resulting formula π. To
be more precise, π is defined as follows:

π := φ ∧
n
∧

i=1

ci

The idea of preprocessing step 1 is that virtual reads are used as witness for array
inequality. If a 6= b, then it must be possible to find an index λ at which the arrays contain
different values. A similar usage of λ can be found in [16], and as k in rule ext [51].

The idea of preprocessing step 2 is that additional reads are introduced to enforce
consistency on write values. This preprocessing step simplifies our presentation and proofs
as we can focus on reads and do not have to explicitly treat write values. In contrast to
preprocessing step 1, we do not expect that step 2 is performed in real implementations. In
section 11.4 we discuss how this preprocessing step can be avoided.

Proposition 4.1. φ and π are equisatisfiable.

Proof. We show that each constraint c added by a preprocessing step is TA-valid: TA |= c.
Therefore, conjoining these constraints to φ does not affect satisfiability.

Let c be an instance of preprocessing step 1. Axiom (A4′) asserts c. Thus, TA |= c. Let
c be an instance of preprocessing step 2. Axiom (A2) asserts c. Thus, TA |= c.

1. In principle, the sort of indices may differ from the sort of values. However, like most decision procedure
descriptions, e.g. [51], we assume that the sorts are the same to simplify presentation and proofs. It is
straightforward to generalize our decision procedure to support multiple sorts.
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4.1 If-Then-Else on Arrays

Typically, modern SMT solvers support an if-then-else on terms of sort Array : cond(c, a, b),
where c is a boolean condition. We do not explicitly treat this feature here to simplify our
presentation. In principle, cond(c, a, b) can always be replaced by a fresh variable d of sort
Array , and the following constraint:

c → d = a ∧ ¬c → d = b

This preprocessing step must be performed before preprocessing step 1 and 2. In principle,
our approach supports a direct integration of if-then-else on terms of sort Array without
rewriting it up front [19].

5. Formula Abstraction

In the following, we consider a partial formula abstraction function α. Our formula ab-
straction is similar to the abstraction in the lazy SMT approach [49], but we do not gen-
erate a pure propositional skeleton, but a TB skeleton as formula abstraction. Similar to
STP [35, 36], we replace reads by fresh variables. To be precise, our approach introduces
abstraction variables of sort Base, and propositional abstraction variables to handle exten-
sionality. The formula abstraction is applied after preprocessing.

Let π be the result of preprocessing a (ΣA ∪ ΣB)-formula φ. Analogously to φ, we
assume that π is represented as DAG with structural hashing enabled. We also assume that
inequality is represented as combination of equality and negation, i.e. a 6= b is represented
as ¬(a = b). The abstraction function α recurses down the structure of π and builds the
over-approximation α(π).

For terms of sort Array the result of applying α is undefined. The abstraction α maps:

1. Each read read(a, i) to a fresh abstraction variable of sort Base.

2. Each equality a = b between terms of sort Array to a fresh propositional abstraction
variable.

3. Each term f(t1, . . . , tm) of sort Base and each formula to f(α(t1), . . . , α(tm)).

4. Each (non-array) variable and symbolic constant to itself.

Now, assume that we start from the boolean part of π, then terms of sort Array can only
be reached by passing reads, and equalities between terms of sort Array . The abstraction
function α replaces exactly these terms by fresh variables, hence the underlying terms of
sort Array are no longer reachable in α(π).

Proposition 5.1. α(π) is an over-approximating abstraction of π.

Proof. First, we show that whenever we have a model σ for π, then we can construct a
model σα for α(π). We assume that σ not only returns satisfying assignments to variables,
but also consistent assignments to terms and formulas in π. Given σ, σα can be constructed
as follows: For each read r in π define σα(α(r)) := σ(r). For each equality e between terms
of sort Array in π define σα(α(e)) := σ(e). For all other terms and formulas x in α(π),
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define σα(x) := σ(x). Obviously, σα satisfies α(π) as the abstraction variables are fresh and
unconstrained.

Second, we show that that whenever we have a model σα for α(π), we can not always
construct a model σ for π. Consider the following example. Assume that our theory TB is
the quantifier-free theory of Presburger arithmetic, i.e. Base represents the natural numbers.
Furthermore, assume that i, λ and e are terms of sort Base, and a is an array with indices
and values of sort Base. Let w be write(a, i, e). Consider the following formula π1:

w = a ∧ read(a, i) 6= e ∧ (w 6= a → read(w, λ) 6= read(a, λ)) ∧ read(w, i) = e

Let q be α(w = a), s be α(read(a, i)), t be α(read(w, λ)), u be α(read(a, λ)), and v be
α(read(w, i)). The abstraction α(π1) results in the following formula:

q ∧ s 6= e ∧ (¬q → t 6= u) ∧ v = e

Obviously, we can find a model σα. However, π1 is unsatisfiable as w = a, read(a, i) 6= e,
and read(w, i) = e can not all be assigned to ⊤.

As α(π) is an over-approximating abstraction of π, α(π) may have additional models
that are spurious in π. Therefore, we have to find a way to eliminate spurious models, which
we will discuss in the next sections.

6. Decision Procedure

Our decision procedure DPA uses an abstraction refinement loop similar to [7, 30, 34].
However, we use a TB skeleton as formula abstraction. Our formula abstraction introduces
abstraction variables of sort Base. Boolean abstraction variables are only introduced to
handle extensionality.

In our decision procedure the over-approximated formula is solved by the underlying
decision procedure DPB. If we find a spurious model, then we add a lemma to refine the
abstraction. In each iteration the algorithm may terminate concluding unsatisfiability, or
satisfiability if the model is not spurious. However, if the model is spurious, inconsistent
assignments are ruled out, and the procedure continues with the next iteration. An overview
of DPA is shown in Fig. 1.

procedure DPA (φ)

π ← preprocess (φ)

ξ ← ⊤

loop

(r, σ)← DPB (α(π) ∧ ξ)

if (r = unsatisfiable) return unsatisfiable

if (consistent (π, σ)) return satisfiable

ξ ← ξ ∧ α(lemma(π, σ))

First, we preprocess φ and initialize our formula refinement ξ to⊤. In each loop iteration,
we take the abstraction α(π), conjoin it with our formula refinement, and run our decision
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AbstractPreprocess Refine

SAT?

NO

Spurious?

NO

YES

YES

α(π)πφ ξ

φ is unsatisfiable φ is satisfiable

DPB

α(π) ∧ ξ

Figure 1. Overview of DPA.

procedure DPB. If DPB concludes that α(π) is unsatisfiable, then we can conclude that π
is unsatisfiable as α is an over-approximating abstraction. As φ and π are equisatisfiable,
we can finally conclude that the original formula φ is unsatisfiable.

However, if DPB concludes that α(π)∧ξ is satisfiable, it returns a satisfying assignment
σ, i.e. a B-model, which can be used to build an A-model of π. As we have used an
over-approximating abstraction, we have to check if this is a spurious model. We run
our consistency checker on the preprocessed formula π. The consistency checker checks
whether the B-model can be extended to a valid A-model or not. If the consistency checker
does not find a conflict, then we can conclude that π is satisfiable. Again, as π and φ

are equisatisfiable, we can finally conclude that φ is satisfiable. However, if the current
assignment σ is invalid with respect to the extensional theory of arrays, then we generate a
lemma as formula refinement and continue with the next iteration.

7. Consistency Checking and Lemma Generation

In the following, we discuss the consistency checking algorithm, denoted by consistent in
DPA, and lemma generation, denoted by lemma in DPA. A more precise description of
how the lemmas are generated is part of the soundness proof in section 8.

The consistency checker takes π and a concrete B-model σ for α(π) and checks whether
it can be extended to a valid A-model or not. In principle, the algorithm is based on read
propagation and congruence checking of reads. In the first phase, the consistency checker
propagates reads to other terms of sort Array . After the propagation has finished, the
consistency checker iterates over all terms of sort Array in π and checks whether the reads
are congruent or not. If they are not, a lemma is generated to refine the abstraction.
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a ij

r1r2

eq
1

2

eq

1 2

not

and

1 2

i j

α(r1) α(r2)

Figure 2. Example 1. Formula φ (resp. π) with array a and two reads r1 and r2 is shown left. The

label and means conjunction, not means negation, and eq means equality. Edge numbers denote

the ordering of the operands, e.g. r1 is a read function where the first operand is a, and the second

operand is i. The abstraction α(π) is shown right.

7.1 Reads

First, we consider the case where reads may only be applied to array variables. Moreover,
we assume that we have no writes and also no equalities between arrays. In this case no
read propagation is necessary. The consistency checker iterates over all array variables and
checks if congruence on reads is violated. Axiom (A1) is violated if and only if:

σ(α(i)) = σ(α(j)) ∧ σ(α(read(a, i))) 6= σ(α(read(a, j)))

In this case we generate the following lemma:

i = j ⇒ read(a, i) = read(a, j)

In principle, this is just a lazy variant of Ackermann expansion [3]. In particular, Ackermann
expansion is an interesting topic for SMT as it plays an important role in deciding formulas
in the theory of equality and uninterpreted functions. For example, see [23].
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Example 1.

Let φ be as shown in Fig. 2. The preprocessed formula π is identical to φ as no
preprocessing steps are necessary.

We consider the set of reads {r1, r2}. We run DPB on α(π) and DPB generates
a model σ such that σ(i) = σ(j) and σ(α(r1)) 6= σ(α(r2)). We find an inconsistency as
σ(i) = σ(j), but σ(α(r1)) 6= σ(α(r2)), and generate the following lemma:

i = j ⇒ r1 = r2

Note that in this example α(i) = i and α(j) = j, but this is not the general case. Read
values may also be used as read indices. Furthermore, note that our generated lemmas are
in TA. However, in order to refine our abstraction α(π), we apply the abstraction function
α to each generated lemma which is not shown in our examples.

7.2 Writes

If we additionally consider writes in φ resp. π, then a term of sort Array is either an array
variable or a write. Note that it is possible to nest writes. We introduce a mapping ρ which
maps terms of sort Array to a set of reads. Note that these reads are drawn from those
appearing in π. In the first phase, the consistency checker initializes ρ for each term of sort
Array . Then, it iterates over all writes and propagates reads if necessary:

I. Map each b to its set of reads ρ(b), initialized as ρ(b) = {read(b, i) in π for some i}.

D. For each read(b, i) ∈ ρ(write(a, j, e)): if σ(α(i)) 6= σ(α(j)), add read(b, i) to ρ(a).

Repeat rule D until fix-point is reached, i.e. ρ does not change anymore. Fix-point com-
putation of ρ can be implemented as post-order traversal on the array expression subgraph
starting at ”top-level“ writes, i.e. writes that are not overwritten by other writes. Note that
read propagation in rule D is the sense of copying without removing, i.e if we propagate a
read r from source s to destination d it actually means that we copy r from ρ(s) to ρ(d).

In the second phase we check congruence:

C. For each pair read(b, i), read(c, k) in ρ(a): check adapted congruence axiom.

In rule C the original array congruence axiom (A1) can not be applied as ρ(a) may contain
propagated reads that do not read on a directly. Therefore, we have to adapt (A1). The
adapted axiom is violated if and only if:

σ(α(i)) = σ(α(k)) ∧ σ(α(read(b, i))) 6= σ(α(read(c, k)))
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j2 j3
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e2 e3w1

w2 w3
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Figure 3. Formula φ for examples 2 and 3. It has one array variable a, two reads r1 and r2, and

three writes w1 to w3.

We collect all indices ji
1 . . . j

i
m that have been used as j in D while propagating read(b, i).

Analogously, we collect all indices jk
1 . . . j

k
n that have been used as j in D while propagating

read(c, k). Then, we generate the following lemma:

i = k ∧
m
∧

l=1

i 6= ji
l ∧

n
∧

l=1

k 6= jk
l ⇒ read(b, i) = read(c, k)

The first big conjunction represents that σ(α(i)) is different from all the assignments to the
write indices on the propagation path of read(b, i). Analogously, the second conjunction
represents that σ(α(k)) is different from all the assignments to the write indices on the
propagation path of read(c, k). The resulting lemma ensures that the current inconsistency
can not occur anymore in future refinement iterations. Either the propagation paths change
or the reads are congruent.

In this section we keep the description of our lemmas rather informal. A more precise
description is part of the soundness proof in section 8.
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Figure 4. Formula π for examples 2 and 3. Reads r3 to r5 have been added by preproc. step 2.
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Figure 5. Formula α(π) for examples 2 and 3. The read indices i and k, and the write indices j1
to j3 are not shown as they are not reachable from the root of α(π). Initially, they are unconstrained

and DPB can assign them arbitrarily.

Example 2.

Let φ be as shown in Fig. 3. The preprocessed formula π is shown in Fig. 4, and α(π)
is shown in Fig. 5.

We run DPB on α(π) and assume that it generates a model σ such that σ(i) = σ(k),
σ(i) 6= σ(j2), σ(i) 6= σ(j1), σ(k) 6= σ(j3), i.e. the assignments to the write in-
dices are different from the assignments to the read indices i and k. Furthermore,
σ(α(r1)) 6= σ(α(r2)). Note that if DPB finds a model, then σ(α(r3)) = σ(e1),
σ(α(r4)) = σ(e2), σ(α(r5)) = σ(e3), and σ(α(r1)) 6= σ(α(r2)) has to hold.

Initially, ρ(a) = ∅, ρ(w1) = {r3}, ρ(w2) = {r1, r4}, and ρ(w3) = {r2, r5}, Read
r1 is propagated down to a as σ(i) 6= σ(j2) and σ(i) 6= σ(j1). Analogously, read r2 is
propagated down to a as σ(k) 6= σ(j3). Therefore, ρ(a) = {r1, r2}, ρ(w1) = {r1, r3},
ρ(w2} = {r1, r4}, and ρ(w3) = {r2, r5}, We check ρ(a), find an inconsistency according
to rule C as σ(i) = σ(k), but σ(α(r1)) 6= σ(α(r2)), and generate the following lemma:

i = k ∧ i 6= j2 ∧ i 6= j1 ∧ k 6= j3 ⇒ r1 = r2
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Example 3.

Again, let φ be as shown in Fig. 3. The preprocessed formula π is shown in Fig. 4, and
α(π) is shown in Fig. 5.

We run DPB on α(π) and assume that DPB generates a model σ such that σ(i) 6= σ(j2),
σ(i) = σ(j1), σ(α(r1)) 6= σ(e1), σ(k) = σ(j3), and σ(α(r2)) = σ(α(r5)). Again, note
that σ(α(r3)) = σ(e1), σ(α(r4)) = σ(e2), σ(α(r5)) = σ(e3), and σ(α(r1)) 6= σ(α(r2)).

Initially, ρ(a) = ∅, ρ(w1) = {r3}, ρ(w2) = {r1, r4}, and ρ(w3) = {r2, r5}, We
propagate r1 down to w1 as σ(i) 6= σ(j2). Therefore, we update ρ(w1) to {r1, r3}.
We check ρ(w1), find an inconsistency according to rule C as σ(i) = σ(j1), but
σ(α(r1)) 6= σ(α(r3)), and generate the following lemma:

i = j1 ∧ i 6= j2 ⇒ r1 = r3

7.3 Equalities between Arrays

We also consider equalities between terms of sort Array . In particular, we add rules R and
L to propagate reads over equalities between terms of sort Array . Furthermore, we add
rule U to propagate reads upwards if they are not overwritten.

U . For each read(b, i) ∈ ρ(a): if σ(i) 6= σ(j), add read(b, i) to ρ(write(a, j, e)).

R. For each a = c, σ(α(a = c)) = ⊤: for each read(b, i) ∈ ρ(a): add read(b, i) to ρ(c).

L. For each a = c, σ(α(a = c)) = ⊤: for each read(b, i) ∈ ρ(c): add read(b, i) to ρ(a).

Rules R and L represent that we also have to propagate reads over equalities between terms
of sort Array to ensure extensional consistency, but only if DPB assigns them to ⊤. Rule
U is responsible to propagate reads upwards, but only if the assignment to the write index
is different from the assignment to the read index. Note, write(a, j, e) must appear in π.

In order to implement our consistency checking algorithm, we need a real fix-point
computation for ρ. This can be implemented by a working queue that manages future
read propagations. Simple post-order traversal on the array expression subgraph of π is
no longer sufficient as reads are not only propagated downwards, but also upwards, and
between equalities on terms of sort Array .

As soon as we consider extensionality, propagating reads upwards is necessary. Consider
the following example, which is also shown in Fig. 10:

write(a, i, e1) = write(b, j, e2) ∧ i 6= k ∧ j 6= k ∧ read(a, k) 6= read(b, k)

The write indices i and j are respectively different from the read index k. Therefore, position
k at array a is not overwritten with e1. Analogously, position k at array b is not overwritten
with e2. However, in combination with i 6= k and j 6= k, the equality between the two writes
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Figure 6. Extensional formula φ for example 4.

enforces that the two reads have to be extensionally congruent. Therefore, this formula is
unsatisfiable.

In order to detect extensionally inconsistent reads, it is necessary to propagate them
to the same term of sort Array . Rule U enforces extensional consistency in combination
with rules L and R. Reads at array positions that are not overwritten are propagated
upwards to writes, and between equalities on terms of sort Array . In this way, extensionally
inconsistent reads are propagated to the same term of sort Array , and rule C can detect the
inconsistency. This is demonstrated in example 5. Note that upward propagation respects
(A3). We propagate reads upwards only if the assignments to the read indices differ from
the assignment to the write indices, i.e. the values are not overwritten.

Lemmas generated upon inconsistency detection are extended as follows. Lemmas in-
volving rule U are extended analogously to rule D. Lemmas involving rules L and R are
extended in the following way. We additionally collect all array equalities xi

1, . . . x
i
q used

in rule R or L while propagating read(b, i). Analogously, we additionally collect all array
equalities xk

1, . . . x
k
r used in rule R or L while propagating read(c, k). The lemma is extended

in the following way:

. . . ∧

q
∧

l=1

xi
l ∧

r
∧

l=1

xk
l ⇒ read(b, i) = read(c, k)

The complete set of our rules implementing our consistency checking algorithm based on
read propagation is summarized in Fig. 9.
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Figure 7. Formula π for example 4. The right part of the formula has been added by preprocess-

ing step 1. Here we use r3 = r4 → a = b, which is obviously equal to a 6= b → r3 6= r4. Note

that r3 and r4 are virtual reads that do not occur in the original formula φ.
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Figure 8. Formula α(π) for example 4.
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I. Map each b to its set of reads ρ(b), initialized as ρ(b) = {read(b, i) in π}.

D. For each read(b, i) ∈ ρ(write(a, j, e)): if σ(α(i)) 6= σ(α(j)), add read(b, i) to ρ(a).

U . For each read(b, i) ∈ ρ(a): if σ(α(i)) 6= σ(α(j)), add read(b, i) to ρ(write(a, j, e)).

R. For each a = c, σ(α(a = c)) = ⊤: for each read(b, i) ∈ ρ(a): add read(b, i) to ρ(c).

L. For each a = c, σ(α(a = c)) = ⊤: for each read(b, i) ∈ ρ(c): add read(b, i) to ρ(a).

C. For each pair read(b, i), read(c, k) in ρ(a): check adapted congruence axiom.

Figure 9. Final consistency checking algorithm. Rule I initializes ρ. For each term b of sort

Array , i.e. array variables and writes, ρ(b) is initialized as set of reads that directly read on b. Rules

D resp. U perform downward resp. upward propagation. Rules L resp. R perform left resp. right

propagation over equalities between terms of sort Array . Rules D, U , R and L are repeated until

fix-point is reached, i.e. ρ does not change anymore. However, in principle, consistency checking

rule C may also be interleaved with D, U , R and L. This means that consistency checking is

performed on-the-fly.

Example 4.

Let φ be as in Fig. 6. The preprocessed formula π is shown in Fig. 7, and α(π) is shown
in Fig. 8.

We run DPB on α(π) and assume that DPB generates a model σ such that σ(i) = σ(j),
σ(α(a = b)) = ⊤, and σ(α(r1)) 6= σ(α(r2)).

Initially, ρ(a) = {r1, r3} and ρ(b) = {r2, r4}. We propagate r1 and r3 from a to b as
σ(α(a = b)) = ⊤ and therefore extensional consistency has to be enforced. Analogously,
we propagate r2 and r4 from b to a. Therefore, ρ(a) = ρ(b) = {r1, r2, r3, r4}. We check
ρ(a), find an inconsistency according to rule C as σ(i) = σ(j), but σ(α(r1)) 6= σ(α(r2)).
We generate the following lemma:

i = j ∧ a = b ⇒ r1 = r2
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Example 5.

Let φ be as shown in Fig. 10. The preprocessed formula π is shown in Fig. 11, and α(π)
is shown in Fig. 12.

We run DPB on α(π) and assume that DPB generates a model σ such that
σ(k) 6= σ(i), σ(k) 6= σ(j), σ(α(r1)) 6= σ(α(r2)), and σ(α(w1 = w2)) = ⊤. Fur-
thermore, σ(α(r5)) = σ(e1), and σ(α(r6)) = σ(e2).

We perform on-the-fly consistency checking in depth-first search manner. Ini-
tially, ρ(a) = {r1}, ρ(b) = {r2}, ρ(w1) = {r3, r5}, and ρ(w2) = {r4, r6}. We propagate
r1 up to w1 as σ(k) 6= σ(i), i.e. the value has not been overwritten by w1. We update
ρ(w1) to {r1, r3, r5}. With respect to σ, we assume that the reads in ρ(w1) do not
violate congruence, i.e on-the-fly consistency checking rule C does not find a conflict
in ρ(w1). To enforce extensional consistency, we propagate r1 from w1 to w2 as
σ(α(w1 = w2)) = ⊤. We update ρ(w2) to {r1, r4, r6}. Again, we assume that the
reads in ρ(w2) do not violate congruence. Then, we propagate r1 from w2 down to b as
σ(k) 6= σ(j). We update ρ(b) to {r1, r2}. We check ρ(b), find an inconsistency according
to rule C as r1 and r2 read on the same index, but read a different value. We generate
the following lemma:

k 6= i ∧ k 6= j ∧ w1 = w2 ⇒ r1 = r2

Example 6.

Again, let φ be as shown in Fig. 10. The preprocessed formula π is shown in Fig. 11,
and α(π) is shown in Fig. 12.

We run DPB on α(π) and assume that DPB generates a model σ such that σ(i) = σ(j),
σ(e1) 6= σ(e2), and σ(α(w1 = w2)) = ⊤. Furthermore, σ(r5) = σ(e1), σ(r6) = σ(e2),
and σ(α(r1)) 6= σ(α(r2)).

Again, we perform on-the-fly consistency checking in depth-first search manner.
Initially, ρ(a) = {r1}, ρ(b) = {r2}, ρ(w1) = {r3, r5}, and ρ(w2) = {r4, r6}. We
propagate r5 from w1 to w2 as σ(α(w1 = w2)) = ⊤. We update ρ(w2) to {r4, r5, r6}.
We check ρ(w2) and find an inconsistency according to rule C as σ(i) = σ(j), but
σ(r5) 6= σ(r6). We generate the following lemma:

i = j ∧ w1 = w2 ⇒ r5 = r6
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Figure 10. Extensional formula φ for examples 5 and 6.

8. Soundness

We show that our approach is sound, i.e. whenever DPA concludes that φ is unsatisfiable,
then φ is unsatisfiable modulo TA∪TB. In particular, we show that each lemma l generated
upon inconsistency detection is TA-valid: TA |= l.

First of all, we introduce a partial mapping χ(a, r), which maps a term of sort Array and
a read r = read(b, i) of sort Base to a propagation condition χ. If the adapted congruence
axiom is violated (rule C), then the lemma is obtained by combining propagation conditions
of the inconsistent reads. Thus, this section also provides a more formal definition of how
lemmas are constructed.

Initially, in rule I, χ(a, read(a, i)) := ⊤ for each read in ρ(a). Otherwise, it is undefined.
Whenever we propagate a read r from source s to destination d under the condition ∆,
then we set the propagation condition χ(d, r) to χ(s, r) ∧ ∆. A propagation occurs only
if ρ(d, r) is undefined, i.e. the read has not been propagated to d before. For each rule in
Fig. 9, table 1 shows how χ is updated while propagating reads.

Lemma 8.1. TA |= χ(d, read(b, i))⇒ read(b, i) = read(d, i)

Proof. The proof is by induction over the updates to χ resp. ρ.

I: trivially holds: TA |= ⊤ ⇒ read(b, i) = read(b, i).

D: Let ψ be χ(write(a, j, e), read(b, i)) and ∆ be i 6= j. From the induction invari-
ant we know TA |= ψ ⇒ read(write(a, j, e), i) = read(b, i). From (A2) we obtain
∆ ⇒ read(write(a, j, e), i) = read(a, i). Therefore, we can conclude TA |= ψ ∧ ∆ ⇒
read(a, i) = read(write(a, j, e), i) = read(b, i).
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Figure 11. Formula π for examples 5 and 6. The two virtual reads r3 and r4 have been introduced

by preprocessing step 1. Reads r5 and r6 have been introduced by preprocessing step 2 to enforce

consistency on write values.
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Figure 12. Formula α(π) for examples 5 and 6.

Table 1. Updates for χ while propagating read(b, i) from source s to destination d under prop-

agation condition ∆. Rule I is a special case used for initialization.

Rule s d ∆

I b b ⊤
D write(a, j, e) a i 6= j

U a write(a, j, e) i 6= j

R a c a = c

L c a a = c
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U : Let ψ be χ(a, read(b, i)) and ∆ be i 6= j. From the induction invariant we know TA |=
ψ ⇒ read(a, i) = read(b, i). From (A2) we obtain ∆⇒ read(a, i) = read(write(a, j, e), i).
Therefore, we can conclude TA |= ψ ∧ ∆ ⇒ read(a, i) = read(write(a, j, e), i) =
read(b, i).

R: Let ψ be χ(a, read(b, i)) and ∆ be a = c. From the induction invariant we know TA |=
ψ ⇒ read(a, i) = read(b, i). From (A4) we obtain that ∆ ⇒ read(a, i) = read(c, i).
Therefore, we can conclude TA |= ψ ∧∆⇒ read(a, i) = read(b, i) = read(c, i).

L: can be shown analogously to R.

Proposition 8.1. TA |= i = k ∧ χ(a, read(b, i)) ∧ χ(a, read(c, k))⇒ read(b, i) = read(c, k)

Proof. Let ψb be χ(a, read(b, i)) and ψc be χ(a, read(c, k)). From lemma 8.1 we obtain
TA |= ψb ⇒ read(b, i) = read(a, i) resp. TA |= ψc ⇒ read(c, k) = read(a, k). From (A1) we
obtain that i = k ⇒ read(a, i) = read(a, k). Therefore, TA |= i = k∧ψ1 ∧ψ2 ⇒ read(b, i) =
read(a, i) = read(a, k) = read(c, k) follows.

Thus, each lemma l is TA-valid: TA |= l. Therefore, refining the formula abstraction
with these lemmas does not affect satisfiability. Now, can prove that our approach is sound:

Proposition 8.2. If DPA(φ) = unsatisfiable, then φ is unsatisfiable modulo TA ∪ TB.

Proof. From proposition 4.1 we obtain that φ is equisatisfiable to π, and from proposition 5.1
we know that α(π) is an over-approximation of π. From proposition 8.1 we obtain that each
lemma added as formula refinement does not affect satisfiability as it is TA-valid. Thus, if
DPB concludes that α(π) is unsatisfiable, then it is sound that our overall decision procedure
DPA concludes that φ is unsatisfiable.

9. Completeness

In order to show completeness, we define models for terms of sort Array and show that they
respect semantics of TA. In particular, we show that whenever DPB finds a B-model and
the consistency checker can not find an inconsistency, the B-model in combination with ρ

can be canonically extended to an A-model. For the rest of this section we assume that
DPB found a B-model and consistency checking terminated without violations of rule C.

First of all, we generalize σ for terms of sort Base. Let t be a term of sort Base:

σ(t) = σ(α(t))

This means whenever we want the satisfying assignment to a term of sort Base, we obtain
the assignment to its abstraction. Recall that for terms of sort Base, only reads are mapped
to abstraction variables.

Now, we define models for terms of sort Array , which we also call σ in the following.
First of all, we need exactly one arbitrary but fixed constant value of sort Base. In the
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following, we denote this value by 0. Let a be an arbitrary term of sort Array , and let ν be
an arbitrary constant value of sort Base:

σ(a)(ν) =

{

σ(read(b, i)) if exists read(b, i) ∈ ρ(a) with σ(i) = ν

0 otherwise

This means that if we want to read the concrete value of a term a of sort Array at index ν,
then we have to examine ρ(a). If there is a read read(b, i) where σ(i) = ν, then σ(a)(ν) is
σ(read(b, i)). Otherwise, the result is our constant value 0. The constant value 0 is used as
default value for array elements which defines our model for all terms, even for those not
appearing in π.

First of all, we show that our definition of array models is well-defined. Let a be a term
of sort Array , and let ν be a constant of sort Base:

Proposition 9.1. Array model σ is well-defined.

Proof. The proof is by cases. First, assume that there exists read(b, i) ∈ ρ(a) such that
σ(i) = ν. Let read(c, j) be another read ∈ ρ(a) such that σ(i) = σ(j) = ν, then
σ(read(b, i)) = σ(read(c, j)). Otherwise, the adapted congruence would be violated. Thus,
σ(a)(ν) = σ(read(b, i)) = σ(read(c, j)), which is well-defined.

Now, assume that there does not exist a read(b, i) ∈ ρ(a) such that σ(i) = ν. Then,
σ(a)(ν) = 0 which is well-defined.

Proposition 9.2. Array model σ respects read semantics of TA.

Proof. Let a be a term of sort Array , and let i be a term of sort Base. Let read(a, i) occur
in π, then rule I guarantees read(a, i) ∈ ρ(a). By definition, σ(a)(σ(i)) = σ(read(a, i)) and
thus σ respects read semantics on arrays.

Proposition 9.3. Array model σ respects write semantics of TA.

Proof. In particular, we show that σ respects write semantics on arrays. Let a be a term
of sort Array , and let i, j and e be terms of sort Base. Let write(a, i, e) occur in φ resp. π.
Let ν be a constant value of sort Base. Again, the proof is by cases.

First, assume that σ(i) = ν. We know that preprocessing step 2 adds the top level
constraint read(write(a, i, e), i) = e. Therefore, read(write(a, i, e), i) ∈ ρ(write(a, i, e)).
Since σ is a B-model, σ(read(write(a, i, e), i)) = σ(e). Therefore, σ(write(a, i, e))(ν) =
σ(read(write(a, i, e), i)) = σ(e) which obviously respects update semantics of writes.

Second, assume that σ(i) 6= ν. Assume that there exists a read(b, j) with σ(j) = ν

in ρ(write(a, i, e)). As σ(j) = ν and σ(i) 6= ν, rule D guarantees that read(b, j) ∈ ρ(a).
Therefore, σ(write(a, i, e))(ν) = σ(read(b, j)) = σ(a)(ν). Analogously, in addition to σ(i) 6=
ν, assume that there exists a read(b, j) with σ(j) = ν in ρ(a). As σ(j) = ν and σ(i) 6= ν,
rule U guarantees that read(b, j) ∈ ρ(write(a, i, e)). Therefore, σ(a)(ν) = σ(read(b, j)) =
σ(write(a, i, e))(ν).

Finally, assume that there does not exist a read(b, j) with σ(j) = ν in ρ(write(a, i, e))
resp. ρ(a). Then, σ(write(a, i, e))(ν) = 0 = σ(a)(ν).

Proposition 9.4. Array model σ respects extensional semantics of TA.
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Proof. Let a and c be terms of sort Array with a = c in φ. We have to show:

σ(a = c) ⇔ ∀ν (σ(a)(ν) = σ(c)(ν))

The proof is by cases. First, we show:

σ(a 6= c) ⇒ ∃ν (σ(a)(ν) 6= σ(c)(ν))

For each equality a = c between terms of sort Array , preprocessing step 1 adds the constraint
a 6= c⇒ read(a, λ) 6= read(c, λ). If DPB finds a model, then there must be an assignment to
λ such that σ(read(a, λ)) 6= σ(read(c, λ)), and therefore σ(a)(ν) 6= σ(c)(ν) with ν = σ(λ).

Now, we show:
σ(a = c) ⇒ ∀ν (σ(a)(ν) = σ(c)(ν))

Assume that there exists a read(b, j) with σ(j) = ν in ρ(a). Rule R guarantees that if
σ(a = c) = ⊤, then read(b, j) is also in ρ(c). Therefore, σ(a)(ν) = σ(read(b, j)) = σ(c)(ν).

Analogously, assume that there exists a read(b, j) with σ(j) = ν in ρ(c). Rule L guaran-
tees that if σ(a = c) = ⊤, then read(b, j) is also in ρ(a). Therefore, σ(c)(ν) = σ(read(b, j)) =
σ(a)(ν).

Finally, assume that there does not exist a read(b, j) in ρ(a) resp. ρ(c). Then, σ(a)(ν) =
0 = σ(c)(ν).

Proposition 9.5. DPA is terminating.

Proof. In order to prove overall termination we show that only finitely many lemmas can
be generated, and each loop iteration rules out at least one lemma from being regenerated.
In the proof of proposition 10.1 we show that the number of lemmas is bounded, i.e. only
finitely many lemmas can be generated.

Added lemmas can not be regenerated as for each lemma α(lemma(π, σ)) added in
the inner loop, σ(α(lemma(π, σ))) = ⊥. In future calls to the decision procedure DPB,
returning a satisfying assignment, this lemma has to be satisfied, and can thus not be
regenerated.

Now we are able to prove that our approach is complete.

Proposition 9.6. If φ is unsatisfiable modulo TA ∪ TB, then DPA(φ) = unsatisfiable.

Proof. We prove the contrapositive. From proposition 9.2, 9.3 and 9.4 we obtain that if
DPB finds a B-model σ for α(π) and the consistency checker does not find a conflict, then
this model can always be canonically extended to an A-model of π. From proposition 4.1
we obtain that φ is equisatisfiable to π, and obviously, σ is also a model of φ. Therefore,
in combination with proposition 9.5, which shows that DPA is terminating, our approach
is complete.

10. Complexity

The complexity of our approach depends both on the complexity of the consistency checking
algorithm and the complexity of our abstraction refinement, i.e. the upper bound on number
of lemmas that have to be generated. We analyze both in the next two subsections.
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10.1 Consistency Checking

The complexity of the consistency checking algorithm is quadratic in the size of π, measured
in the number of rule applications that update ρ. The worst case occurs if each read is
propagated to each term of sort Array . In the following, we assume consistency checking is
performed on-the-fly, i.e. we interleave consistency checking with read propagation. To be
precise, whenever we propagate a read to its next destination d, we check if there is already
a read in ρ(d) that has the same assignment to its index. If this is the case, we immediately
perform the consistency check.

Each rule application requires at most one update of ρ(d) and one check according to
rule C. One check is enough as each read in ρ(d) with the same assignment to its index
must have the same assignment to its read value. Otherwise, the consistency checker would
have found a conflict before. Therefore, it is sufficient to compare the propagated read with
only one representative read. See section 11.2 for a more detailed discussion.

10.2 Upper Bound on Number of Lemmas

Proposition 10.1. The number of lemmas is bounded by O(n2 · 2n) with n = |φ|.

Proof. Let r be the number of reads in φ, w be the number of writes in φ, and q be the
number of equalities between terms of sort Array in φ. Then, π has s = r + w + 2q reads,
and the same number of writes and equalities between terms of sort Array .

By checking C on-the-fly in each update to ρ, we can make sure that propagation
paths do not overlap. Therefore, writes from which the indices stem are all different.
Therefore, each lemma consists of at most w comparisons of read and write indices, at most
q boolean literals, exactly one read/read index comparison, and exactly one read/read value
comparison. There are exactly two read indices in each lemma. Finally, each array equality
contributes at most one literal. Therefore, the number of different lemmas is bounded by

2q · 2w · s2 = 2q+w · s2 ≤ 2n · s2 = O(n2 · 2n)

using q + r + w ≤ n = |φ| and s = O(n).

Note that rules L resp. R add abstraction variables for equalities between terms of sort
Array to a lemma only if they have been assigned to ⊤ by DPB. Therefore, they can never
occur negatively. Either a boolean abstraction variable occurs positively or not at all.

11. Implementation Details

We implemented DPA in our SMT solver Boolector [20]. Boolector is an efficient SMT
solver for the quantifier-free theories of bit-vectors and arrays. Furthermore, it may also
be used as model checker for safety properties in the context of bit-vectors and arrays [21].
PicoSAT [11] is used as backend in DPB.

Boolector entered the SMT competition SMT-COMP’08 [6] for the first time. It par-
ticipated in the quantifier-free theory of bit-vectors QF BV, and in the quantifier-free theory
of bit-vectors, arrays and uninterpreted functions QF AUFBV, and won both. In QF AUFBV

Boolector solved 16 formulas more than Z3.2, 64 more than last year’s winner Z3 0.1 [29],
and 103 more than CVC3 [10] version 1.5. In the following, we discuss implementation
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details and optimizations in the context of lemmas on demand for the extensional theory
of arrays.

11.1 Lemma Minimization

Often, lemmas constructed by our approach can be further minimized. In general, there
may be many different propagation paths that lead to a theory inconsistency. Starting from
the original arrays on which the reads are applied, we respectively perform a breadth-first
search to the array at which the inconsistency has been detected. The breadth-first search
guarantees that we respectively select one of shortest propagation paths. In general, this
leads to stronger lemmas as the propagation conditions are directly used in the premises.

Furthermore, sometimes the premise of a lemma may be even more reduced as some parts
may be already subsumed by other parts. For example, let r1 be read(write(a, j, e1), i1),
and r2 be read(write(a, j, e2), i2). Consider the following formula:

i1 6= j ∧ i2 6= j ∧ r1 6= r2

Let us assume that DPB generates an assignment such that σ(i1) 6= σ(j), σ(i2) 6= σ(j),
σ(i1) = σ(i2) and σ(r1) 6= σ(r2). The consistency checker propagates r1 and r2 down to a
as σ(i1) 6= σ(j) and σ(i2) 6= σ(j). It detects a conflict as σ(i1) = σ(i2), but σ(r1) 6= σ(r2)
and generates the following lemma:

i1 6= j ∧ i2 6= j ∧ i1 = i2 ⇒ r1 = r2

This lemma can be minimized as one inequality is already subsumed by the other in com-
bination with the equality of the read indices. For example, it can be minimized to:

i1 6= j ∧ i1 = i2 ⇒ r1 = r2

If we encode inequality and equality into CNF, then the shorter lemma results in fewer
clauses than in the original case. This may be beneficial for the runtime of the SAT solver.

In general, the indices that are used to decide whether the read should be propagated
or not, e.g. j in the previous example, can be uniquely hashed. Each lemma contains
index(read1) = index(read2) in the premise. Therefore, it is sufficient to encode that either
index(read1) or index(read2) is unequal to write indices that occur in both propagation
paths.

11.2 Implementing ρ

The set of reads ρ can be efficiently implemented by hashtables. For each term of sort Array
a hashtable is created. A concrete assignment to a read index can be used as hash value.
In the following, we assume consistency checking is performed on-the-fly, i.e. we interleave
consistency checking with read propagation. Whenever we propagate a read to its next
destination d, we check if there is already a read in ρ(d), which has the same assignment to
its index. If this is the case, we immediately perform the consistency check.

In general, for each term a of sort Array it is sufficient to maintain exactly one read
per concrete assignment to its read index in ρ(a). If we have multiple reads in ρ(a) that
have the same assignment to the index values and the same assignment to the read values,
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then we can think of them as one equivalence class. In particular, they must have the
same assignment to the read values. Otherwise, on-the-fly consistency checking would
have found a conflict before. Therefore, it is sufficient to remember and propagate only
one representative per class. Whenever we propagate one particular read r1 to its next
destination d and there is already a read r2 in ρ(d) which has the same assignment to index
value and read value, then we do not have to insert r1 into ρ(d) as we already have the
representative r2 in ρ(d). Therefore, we can skip the current propagation path of r1 as we
already have the representative r2 in ρ(d) which is also propagated further if necessary.

Implementing ρ by hashtables results in fewer propagations and consistency checks. In
particular, in each propagation, consistency checking must only be performed with one
representative instead of all propagated reads that have the same assignment to the index
values and the same assignment to the read values.

11.3 Positive Array Equalities

Whenever the boolean structure of the original formula prevents DPB from setting the
boolean abstraction variable of an array equality to ⊥, then preprocessing step 1 can be
skipped. Recall that preprocessing step 1 adds one pair of virtual reads as witness for array
inequality. However, if DPB can not set the abstraction variable to ⊥, then the virtual reads
do not have to be introduced. Rules L and R are sufficient to enforce extensional consistency.
The virtual reads can be safely omitted, which is beneficial for DPA as fewer reads have to
be propagated and checked. Furthermore, this decreases the number of potential lemmas.
As an example for a situation where preprocessing step 1 can be skipped, think of a formula
where the boolean structure is in CNF and each array equality occurs only positively. An
example where preprocessing step 1 can be omitted is shown in Fig. 13.

11.4 Treating Writes as Reads

Inside Boolector we use a polymorphic node type called access. A node of this type is either
a read or a write. The main idea of this implementation technique is that we can treat a
write as read on itself. If we have a write write(a, i, e), then (A2) guarantees that a read at
index imust have read value e. Instead of explicitly introducing these reads by preprocessing
step 2, we can interpret a write as read on itself. We use the polymorphic functions index
and value on nodes of type access. If we use them on a node representing a read, they return
read index resp. read value. However, if we use them on a node representing write(a, i, e),
they return write index i resp. write value e.

Let w be write(a, i, e) and let r be read(w, i). If we apply index to r , we obtain i which
is the same as applying the function directly on w. If we apply value to r, we get a read
value which has to be equal to e. However, instead of introducing an abstraction variable
for r and refining it to e, we can use e directly, which is what we obtain if we apply value
to w directly.

In our implementation, we do not actually propagate reads. However, we propagate
objects of type access which are either reads or writes. In this way, we also ensure congruence
on write values. Therefore, we can completely skip preprocessing step 2.
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Figure 13. Formula φ resp π for example 7 is shown left. Preprocessing step 1 is omitted as

the equality between w1 and w2 occurs only positively. Preprocessing step 2 is omitted as it is not

necessary if writes are treated and propagated as reads. The abstraction α(π) is shown right. The

abstraction variables α(r1) and α(r2) are not shown as they are not reachable from the root.

Example 7.

Let φ resp. π be as shown left in Fig. 13. The abstraction α(π) is shown right.

We run DPB on α(π) and assume that DPB generates a model σ such that
σ(α(w1 = w2)) = ⊤, σ(α(r1)) = σ(k), and σ(α(r2)) 6= σ(e).

We perform on-the-fly consistency checking in depth-first search manner. Initially,
ρ(a) = {r1, r2}, ρ(w1) = {w1}, and ρ(w2) = {w2} We treat w1 as read and propagate
it to w2 as σ(α(w1 = w2)) = ⊤. We update ρ(w2) to {w1, w2}. We check ρ(w2), find
an inconsistency according to rule C, as σ(α(r1)) = σ(k), but σ(α(r2)) 6= σ(e). We
generate the following lemma:

r1 = k ∧ w1 = w2 ⇒ r2 = e

11.5 Synthesis on Demand

Boolector uses a functional representation for bit-vectors. Each term of type bit-vector is
mapped to a vector of And-Inverter Graphs (AIGs) [41]. For example, a term that represents
the multiplication of two 32 bit-vectors is mapped to a multiplication circuit represented by
AIGs. Each AIG of the resulting AIG vector represents one output of the circuit. During
the construction of the AIGs, local two-level rewriting is performed [18]. The AIG vectors
are encoded into CNF and incrementally added to the SAT solver.

In principle, each term could be encoded into AIG vectors and then encoded into CNF
up front. However, this is not always necessary as a theory conflict which leads to unsat-
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isfiability may occur in one small part of the formula. For example, consider the following
formula. Let us assume that i, j, x and y are bit-vectors with bit-width 64 and udiv repre-
sents unsigned bit-vector division:

i 6= j ∧ read(write(a, j, udiv(x, y)), i) 6= read(a, i)

As i 6= j, the two reads have to be equal according to (A1). Hence, this formula is unsatisfi-
able regardless of the unsigned division. If we synthesize AIGs resp. encode to CNF up front,
then the SAT solver will unnecessarily have to handle a complex 64 bit division circuit on
the CNF layer, although unsatisfiability can be easily concluded without it. Therefore, we
postpone AIG synthesis resp. CNF encoding of read indices, write indices, and write values.
As recently as the consistency checker has to examine the concrete bit-vector assignment,
the synthesis and encoding is performed, and the SAT solver is called incrementally.

In [25] for each call to the SAT solver the CNF is generated from scratch. We incre-
mentally add clauses as required. The incremental usage of the SAT solver follows [26, 32]
as implemented in MiniSAT [33] and PicoSAT [11]. Lazy synthesis is applied in our array
consistency checking algorithm if we find a read or write operation, for which the bit-vector
arguments have not been synthesized yet. At this point the SAT solver already determined
a model for previously added clauses. This boolean model needs to be extended to new
CNF variables and clauses synthesized lazily for those unsynthesized read or write indices
and write values. These indices and values are unconstrained at this point and thus the
SAT solver should always be able to extend the model.

However, due to restarts [39] even if phase saving [11, 47] is employed, the SAT solver
is free to flip a value of the original model. If this happens, the array consistency algorithm
has to be aborted and restarted from scratch: the read and write propagations performed
up to this point may have become invalid. In our experiments this rarely happens, simply
because phase saving tries to keep the old model. However, ignoring changed values in the
old model would render the array consistency checking algorithm incomplete and unsound.

In our original version we simply restarted the array consistency checking algorithm
as soon as new indices or write values have been synthesized lazily. The overhead can be
avoided by adding a new API function to the SAT solver that determines if an incremental
call to the SAT solver has changed the model generated in a previous SAT-call to the SAT
solver. This can be implemented in a conservative way by monitoring forced assignments
of variables. If a forced assignment assigns a value to a variable which is different from the
previously saved assigned value to this variable, and this variable is not a new synthesis
variable, then the old model has changed. In the current implementation we conservatively
mark the old model as changed, even if later in the same call to the SAT solver these changes
are reverted.

It would also be possible to precisely determine whether the old model has changed by
saving the old model value instead of misusing saved phases. Another option is to ask the
SAT solver to search for a model that extends the previous model. Both alternatives are
more complex to implement, and we leave it for future work to determine whether they are
more effective than our current solution.
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11.6 CNF Encoding

In Boolector lemmas are directly added on the CNF level. No additional terms have to be
created. Therefore, we need an efficient way to encode lemmas with bit-vector equalities
and inequalities to SAT. For example, assume the congruence axiom (A1) is violated and
we add the bit-vector lemma i = j ⇒ v = w. In order to encode this lemma to CNF, we
introduce a fresh boolean variable e:

(i = j ⇒ e) ∧ (e ⇒ v = w)

This formula is equisatisfiable and can be rewritten into (i 6= j ∨ e) ∧ (ē ∨ v = w). Let m
be the number of bits of i and j, and let n be the number of bits of v and w. We introduce
m fresh variables dk and encode i 6= j as follows:

m
∧

k=1

(

(ik ∨ jk ∨ d̄k) ∧ (̄ik ∨ j̄k ∨ d̄k)
)

If ik = jk, then dk is forced to ⊥. However, if ik 6= jk, then dk is unconstrained and can be
set to ⊤. In order to encode v = w, we add the following clauses:

n
∧

k=1

(

(v̄k ∨ wk ∨ ē) ∧ (vk ∨ w̄k ∨ ē)
)

Finally, we relate the two parts through a linking clause:

e ∨
m
∨

k=1

dk

The idea of this encoding is as follows. If i 6= j, then they differ in at least one bit. Therefore,
one dk can be set to ⊤ to satisfy the linking clause. The variable e is now unconstrained
and can be set to ⊥. Therefore, v and w are not forced to be equal. However, if i = j, each
dk is ⊥. In order to satisfy the linking clause, e has to be set to ⊤, which forces v and w to
be equal.

In general, each lemma has the following form 2., after eliminating implication:

x
∨

k=1

bk ∨

y
∨

k=1

(uk 6= vk) ∨
z

∨

k=1

(sk = tk)

Assuming all bit-vectors have n bits, the CNF has 2 ·n · (y+z)+1 clauses and y ·n+z fresh
boolean variables. The clauses are all ternary, except the linking clause of size x+ y ·n+ z.

In principle, bit-vector equalities and inequalities can be natively supported by SAT
solvers, similar as in [12]. All different constraints are directly supported by PicoSAT. This
approach can simplify implementation complexity of SMT solvers that support bit-vectors
and is scheduled as future work.

2. Our lemmas have exactly one inequality (y = 1), but we discuss the general case.
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12. Experiments

We compared Boolector version 0.8 to STP version 0.1-11-18-2008. Recall that this article
is an improvement and extension of a preliminary version presented at the SMT’08 work-
shop [19]. We do not repeat our experiments in [19] and we also do not repeat the results of
the SMT competition SMT-COMP’08 [6], where Boolector clearly won the division of the
quantifier-free theory of bit-vectors, arrays and uninterpreted functions QF AUFBV, and the
quantifier-free theory of bit-vectors QF BV. Nevertheless, as Boolector and STP have similar
approaches we provide additional experiments comparing the performance of Boolector to
the performance of STP. See the related work section 13 for a comparison between the
approaches of Boolector and STP.

STP does not support equalities between arrays. However, many interesting and chal-
lenging array benchmarks in the SMT-LIB [9] compare arrays for equality, i.e. are ex-
tensional. Furthermore, STP reads the CVC Lite [5] format [1] while Boolector reads
BTOR [21] and SMT-LIB format [48]. This was a problem as formula conversion with the
help of CVC3 was not always possible. Therefore, we had to restrict our experiments to
non-extensional examples that were either available both in SMT-LIB and in CVC format
or just in one format and conversion to the other format was possible.

We selected the STP benchmarks that are available in QF AUFBV in the SMT-LIB [9]. Un-
fortunately, testcase10 and testcase15 are not available. We omitted two cksumcookie

benchmarks as they were trivial for Boolector and STP. Furthermore, we selected seven
benchmarks representing formal verification of the bubble sort algorithm for array elements
of 32 bit. The number within the name of the benchmark represents the size of the array.
These benchmarks are also part of the SMT-LIB and can be found in QF AUFBV.

We ran our benchmarks on our cluster of 3 GHz Pentium IV with 2 GB main memory,
running Ubuntu Linux. We set a time limit of 1800 seconds and a memory limit of 1500
MB. The results are shown in table 2. The memory is shown in MB and the time in seconds.
Boolector clearly outperforms STP 3..

13. Related Work

Ganesh et al. present a decision procedure for the theory of bit-vectors and arrays [36],
but without support for equalities on arrays. Similar to our approach, they use word-
level preprocessing and an abstraction refinement loop. They implemented their decision
procedure in STP, which is an SMT solver optimized for large problems in software analysis
applications. Unfortunately, their decision procedure is presented without details. Neither
in [35] nor in [36] are details on their abstraction refinement and lazy axiom instantiations
presented. Neither do they prove soundness nor completeness.

Ganesh points out in [35] that efficiently handling nested writes is crucial for SMT
solvers applied to software verification. An eager read-over-write elimination applied to
deeply nested writes creates a new copy of the DAG of writes for every distinct read index.

3. Note that STP can not decide satisfiability for benchmark noregions-fullmemite. After a few seconds
it terminates with exit code 0, but does not print out the result. First, we thought that this might
be a problem due to the YACC-parser. However, also CVC3 uses a YACC-parser and it can parse the
benchmark without problems. Setting the stack size of the STP YACC-parser to unlimited did also not
help. Therefore, it remains unclear why STP terminates without a result.
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Table 2. Experimental comparison between STP and Boolector.

STP Boolector
Benchmark Status Mem Time Mem Time
610dd9dc sat out of

memory
out of

memory 9 34

blaster-concrete unsat 48 2 23 0

blaster-small sat 2 0 0 0
blaster unsat 85 5 31 0

blaster-wp-13 unsat 48 2 30 0

blaster-wp-4 unsat 151 10 38 1

blaster-wp-8 unsat 68 4 30 0

bubsort005un unsat 2 4 1 0

bubsort006un unsat 3 30 1 1

bubsort007un unsat 6 151 1 8

bubsort008un unsat 11 784 2 26

bubsort009un unsat out of
time

out of
time 2 72

bubsort010un unsat out of
time

out of
time 4 325

bubsort012un unsat out of
time

out of
time

out of
time

out of
time

cmu-model15 sat 11 2 5 0

cmu-model16 sat 11 2 5 0

cmu-model17 sat 11 2 4 0

ff unknown out of
memory

out of
memory

out of
memory

out of
memory

grep0065 unsat 43 4 2 0

grep0084 sat 183 116 18 15

grep0095 sat 198 127 19 17

grep0106 sat 175 116 20 18

grep0117 sat 193 115 20 19

grep0777 sat out of
memory

out of
memory 33 99

noregions-fullmemite unknown
no

result
no

result 380 40

noregions-stpmem unknown out of
time

out of
time 106 1526

testcase01 sat 22 2 25 52
testcase02 sat 466 50 413 14

testcase03 sat 574 66 500 18

testcase04 sat 590 69 514 18

testcase05 sat 589 68 513 18

testcase06 unsat 297 31 490 13

testcase07 unsat 298 32 491 13

testcase08 unsat 293 31 490 12

testcase09 sat 584 68 513 18

testcase11 sat 323 15 515 13

testcase12 sat 346 16 550 15

testcase13 sat 67 5 79 2

testcase14 sat 63 28 58 1

testcase16 sat 952 50 318 75
testcase17 sat 347 23 335 12

testcase18 sat 43 4 30 87
testcase19 sat 28 3 28 3
testcase20 sat 393 45 505 117
testcase21 sat 390 35 520 53
thumbnail-spin1 sat 1116 75 966 42
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This eager rewriting blows up in space and is therefore not appropriate, which is also
confirmed by our experiments in [19]. Similar to our approach, Ganesh et al. handle read
over writes lazily. Unfortunately, it remains unclear how their refinement actually works.
In [35] they give a hint that they use the following policy in their refinement. If they find
a spurious model, then they take a non-constant array index term for which at least one
array axiom is violated, and add all of the violated axioms involving that term. This is in
contrast to our approach, where we always add exactly one lemma.

It is difficult to compare STP to Boolector as STP does not support equalities between
arrays. Many interesting and challenging array benchmarks in the SMT-LIB [9] compare
arrays for equality. Therefore, we can not compare the performances of Boolector and
STP on those examples. Nevertheless, our experiments on non-extensional examples, i.e.
examples without comparing arrays for equality, in section 12 clearly show that Boolector
outperforms STP, even on many examples for which STP has been optimized.

Stump et al. describe a decision procedure for an extensional theory of arrays in [51]
and discuss earlier work. They present their decision procedure as a proof system and prove
its correctness. Their approach works in two phases. In the first phase a set of subgoals
is created such that no subgoal contains write expressions, which may blow up in space.
This is in contrast to our approach where we do not eagerly eliminate write expressions.
Finally, the original goal is satisfiable if and only if one of the subgoals is satisfiable. The
key concept of their approach is to use partial equations of the following form:

a =I b ⇔ ∀i. i 6∈ I → read(a, i) = read(b, i)

The set I is a set of indices on which the arrays do not have to be equal. With these partial
equations, write expressions are eliminated in the following way:

write(a, i, e) = b ⇔ a ={i} b ∧ read(b, i) = e

Note that the idea of adding the constraint read(b, i) = e to ensure write value consistency
is similar to our preprocessing step 2. The complexity of their approach is O(2N lg N ), where
N is the size of the original goal.

Bradley et al. introduce the array property fragment in [16]. The main idea of this frag-
ment is that array indices can be universally quantified with some restrictions. The restric-
tions are necessary to avoid undecidability. Array property fragments allow the expression
of bounded and unbounded properties of arrays, e.g. array equality, universal properties,
partitioning and sorting. Unlike our decision procedure, their decision procedure has to
eliminate write expressions, which may blow up in space. Furthermore, the formula has to
be put into negation normal form, which is also not necessary for our approach. Universally
quantified subterms are reduced to finite conjunctions. This is done by instantiating quan-
tified variables over a set of index terms. In [17] Bradley et al. prove that simple extensions
of the array property fragment, e.g. nested reads, may already result in a fragment for which
satisfiability is undecidable. We conjecture that our approach can be extended to handle
interesting properties of the array property fragment as well.

In [37] Ghilardi et al. consider extensions of the theory of arrays with extensionality
where indices have the algebraic structure of Presburger arithmetic. Their extensions con-
sider characteristics like dimension and sortedness. They integrate available decision pro-
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cedures for the theory of arrays and Presburger arithmetic in combination with automatic
instantiation strategies.

In [38] Goel et al. introduce a rule-based axiom-instantiating decision procedure for the
parametric theory of arrays, where formulas can refer to multiple and arbitrarily nested
array types. Like our approach, they use lazy axiom instantiations. Interestingly, theories
of arrays are interpreted in the context of updatable functions, i.e. read is interpreted as
a function application and write as an update operator. They extended the congruence-
closure module of the SMT solver DPT [2] in order to implement their approach. This is
contrast to our approach, which is not based on congruence-closure. Unfortunately, the
effectiveness of our implementation can not be compared to their implementation as they
only report on experimental results in QF AUFLIA, but not in QF AUFBV.

Manolios et al. introduce a memory abstraction algorithm in the context of the Bit Level
Analysis Tool BAT in [43]. Memories are functionally represented with the help of array
semantics, i.e. get and set in BAT correspond to read and write in SMT. Their approach
uses equivalence classes of memories. Index values, i.e. bit-vector addresses that are used
in set and get, are analyzed, and shorter bit-vector addresses for addressing the abstract
memory are created. In addition to memory abstraction, rewriting is performed to simplify
memory accesses.

In [14] Bofill et al. introduce a write base approach in the context of DPLL(T) to handle
the extensional theory of arrays. Their approach does not eliminate write expressions and
does not lazily instantiate array axioms. However, the theory solver asks the boolean engine
to split on demand on equality literals between indices.

The theorem prover Simplify [31] uses Nelson-Oppen [45] to combine decision proce-
dures for several theories, e.g. arrays, maps and sets, and uses a matcher to reason about
quantifiers.

Finally, UCLID [42] is a decision procedure for the theories of uninterpreted functions,
integer linear arithmetic, and arrays which supports some limited forms of quantification.
UCLID uses eager translation to SAT and lambda expressions for arrays. Furthermore,
Bryant et al. propose a decision procedure for bit-vector arithmetic with automatic ab-
straction refinement in [25]. The procedure is implemented in UCLID. It alternates between
under- and over-approximations of the original formula.

14. Conclusion

We discussed lemmas on demand for the extensional theory of arrays. In particular, we
presented our preprocessing, formula abstraction, consistency checking, and abstraction re-
finement, i.e. lemma generation on demand. Furthermore, we proved that our approach
is sound and complete, and provided a formal description of our abstraction refinement.
We discussed complexity and provided implementation details and optimizations that are
important for real implementations. Then, we discussed related work. Our overall exper-
iments and the SMT competition in 2008 showed that our approach implemented in our
SMT solver Boolector is faster than other state-of-the-art solvers. Similar to model checking
where abstraction is used to handle the state explosion problem, abstraction techniques are
the key to efficiently decide large and complex SMT formulas.
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