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Abstract. Artificial Intelligence (AI)-based surveillance technologies such as facial recognition, emotion recognition and other biometric technologies have been rapidly introduced by both public and private entities all around the world, raising major concerns about their impact on fundamental rights, the rule of law and democracy. This article questions the efficiency of the European Commission’s Proposal for Regulation of Artificial Intelligence, known as the AI Act, in addressing the threats and risks to fundamental rights posed by AI biometric surveillance systems. It argues that in order to meaningfully address risks to fundamental rights the proposed classification of these systems should be reconsidered. Although the draft AI Act acknowledges that some AI practices should be prohibited, the multiple exceptions and loopholes should be closed, and in addition new prohibitions, in particular to emotional recognition and biometric categorisation systems, should be added to counter AI surveillance practices violating fundamental rights. The AI Act should also introduce stronger legal requirements, such as third-party conformity assessment, fundamental rights impact assessment, transparency obligations as well as enhance existing EU data protection law and the rights and remedies available to individuals, thus not missing the unique opportunity to adopt the first legal framework that truly promotes trustworthy AI.
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Key points for practitioners:
– The article is intended to facilitate a discussion on the development of AI legal framework, recommend the improvements for the draft AI Act and provide guidance as to how fundamental rights-based approach could substantially support this process.
– The article explains the reasons why it is important to include clear prohibitions of certain uses of AI in the AI Act, in particular to counter mass surveillance practices.
– The article recommends to strengthen accountability and transparency mechanisms, enhance existing data protection rules and promote the rights and remedies of the individuals and groups in the draft AI Act.

1. Introduction

On 21 April 2021, the European Commission published a long-awaited proposal for a Regulation of the European Parliament and of the Council laying down harmonised rules on artificial intelligence, known as the Artificial Intelligence Act (the draft AI Act or AI Act) (European Commission, 2021) – the first legal framework on artificial intelligence (AI) that addresses the risks of AI systems.
A wide range of research has been published, including by the Council of Europe (Council of Europe, 2021), the European Parliament (Madiega & Mildebrath, 2021), the European Union Agency of Fundamental Rights (FRA, 2019) and academics (Veliz, 2020), revealing the negative impacts of biometric surveillance systems, such as facial recognition, emotional recognition and biometric categorisation, on a wide range of fundamental rights, in particular human dignity, the right to privacy and data protection, non-discrimination, freedom of expression and freedom of peaceful assembly, the rights to an effective remedy and to a fair trial as well as the rule of law and democratic values.

The draft AI Act introduces new rules for use of AI biometric surveillance systems to address these risks. The draft AI Act classifies these systems into different categories based on the risks they create, sets prohibitions on certain practices, and introduces new legal requirements. These new rules – in particular the proposed prohibitions and classification choices of AI systems – have sparked much discussion and have been heavily criticised by academics (Veale & Zuiderveen Borgesius, 2021; Malgieri & Ienca 2021), civil society (EDRI, 2021a) as well as the European Data Protection Board (EDPB) and the European Data Protection Supervisor (EDPS) (EDPB & EDPS, 2021).

This article aims to question whether the draft AI Act meaningfully addresses risks to fundamental rights caused by use of AI biometric surveillance systems. Firstly, the article will underline the importance of the AI Act in terms of promoting trustworthy AI that, inter alia, requires a meaningful approach to the risks that AI systems pose to fundamental rights. Next, it will highlight the growing calls, in particular by international organisations and civil society, to introduce clear red lines in the AI legal framework. After that, the article will critically analyse the provisions of the draft AI Act with regard to the risk-based classification of AI biometric surveillance systems and the rules and legal requirements for use of those systems and reveal key challenges and opportunities not to be missed for the AI Act to efficiently counter risks to fundamental rights.

2. The objective of the draft AI Act to protect fundamental rights

The draft AI Act puts fundamental rights at the core of Europe’s AI approach. The need for a human rights-based approach to artificial intelligence has been increasingly recognised by academics (Mantelero, 2020) and the international community (OHCHR, 2021). Fundamental rights form the basis of AI regulation and play a key role in developing the international and EU AI regulatory framework, as has been emphasized in many AI ethics initiatives developed by international organizations, such as the Council of Europe (CAHAI, 2020), the EU (European Commission, 2020) and UNESCO (UNESCO, 2021).

There are many advantages of using a human rights-based approach in the context of AI. Over time, a broad human rights protection system has been established at the international, regional and national levels where individuals can seek legal remedies in the case of human rights violations. There is constantly evolving case law on how to interpret and apply human rights in specific situations. Human rights provide a universal language for global issues and they are internationally recognized.

At the same time, there are also challenges to implementing a human rights-based approach to AI. Human rights have been criticised for being more oriented towards states than private actors (Ben-Israel et.al., 2020). They are better suited to reducing significant harm to a small number of people than to preventing harm to the collective interest. AI biometric surveillance systems and their effects on human rights and freedoms are more difficult to challenge individually. Human rights are too abstract and thus it may be difficult to interpret them in relation to AI systems. Moreover, they clearly do not address some issues related to AI (Smuha, 2021).
However, despite these pitfalls, human rights provide a sound normative framework to make AI systems work for the good of individuals and society and to prevent harm. The EU is founded on the values of human dignity, freedom, democracy, the rule of law and respect for human rights as set out in Article 2 of the Treaty on European Union and on unequivocal respect for fundamental rights and freedoms as enshrined in the Charter of Fundamental Rights of the European Union (the Charter). The Charter applies to EU institutions and to EU Member States when implementing EU law. However, international human rights law is legally binding on EU Member States. Rights considered as fundamental in the EU are universally recognised all over the world and universally applicable to all human beings regardless of any individual trait (Smuha, 2021).

The AI regulatory framework should further develop human rights norms by clarifying and contextualising their application to specific AI use cases (Mantelero, 2020). Implementing a human rights-based approach to AI also requires effective enforcement mechanisms as well as the realisation that all human rights are dependent on the underlying societal infrastructure (Smuha, 2021; Mantelero & Esposito, 2021).

The draft AI Act aims to pursue two parallel objectives. On the one hand, it fosters development, use and uptake of AI in the internal market. On the other hand, it creates an ecosystem of trust by seeking to ensure protection of safety, fundamental rights and EU values (Recital 1). These two objectives are distinct. The most advanced AI systems can pose serious threats to citizens’ rights and social values. Likewise, effective protection against the risks posed by AI systems does not in itself provide the incentives that are needed to promote the uptake of AI (Sartor & Lagioia, 2020). At the same time, both objectives are compatible.

Although the draft AI Act aims to introduce a balanced and proportionate horizontal regulatory approach with a view to achieving both objectives, the proposed risk-based approach raises significant concerns. The draft AI Act is based on Article 114 of the Treaty on the Functioning of the European Union (TFEU), which provides for adoption of measures to ensure the establishment and functioning of the internal market. The exception is specific rules on protection of individuals with regard to processing personal data concerning restrictions on the use of AI systems for ‘real-time’ remote biometric identification in publicly accessible spaces for the purpose of law enforcement, which are based on Article 16 of the TFEU (Recital 2). Where the provisions of the draft AI Act entail ‘maximum harmonisation’, Member States’ abilities to act in that area are disabled and they must disapply conflicting national rules that entail further questions. The supremacy of EU law accompanied by existing weaknesses of the proposed rules – the classification of AI systems in different risk categories, setting mandatory requirements for high-risk AI systems that will be further operationalised through harmonised technical standards and a conformity assessment system adapted from EU product safety law – raises concerns whether the draft AI Act would provide effective mechanisms to ensure effective enforcement of existing fundamental rights and whether Member States may be deprived of the right to take action in this regard (McFadden et.al., 2021; Veale & Zuiderveen Borgesius, 2021). Further analysis will discuss these provisions of the draft AI Act in more detail, though will not cover all contentious issues, for example, on the role of standards, that would require separate analysis.

AI systems do not operate in a lawless world. The draft AI Act seeks to ensure consistency and will complement existing EU legislation. AI systems are already subject to European legislation, in particular the Charter, the rules on personal data protection, notably the General data Protection Regulation (the GDPR) (Regulation 2016/679) and the Law Enforcement Directive (Directive 2016/680), and non-discrimination law. However, existing legal norms are not sufficient to deal with the complexities of AI and address potential harms and negative impacts of AI systems (CAHAI, 2020).
The increasing use of AI biometric surveillance systems raises serious concerns as to fundamental rights. Remote biometric recognition is linked to deep interference with the right to privacy, including people’s autonomy, their right to establish details of their identity and psychological integrity (Müller & Dignum, 2021). It negatively impacts freedom of expression, association and freedom of movement (EDPB & EDPS, 2021). Remote biometric identification and predictive tools may lead to discrimination, violate the values of equality and justice due to biased data sets and errors as well as undermine the rights to liberty and to a fair trial (OHCHR, 2021).

Moreover, biometric recognition systems, including those used for social scoring and predictive policing, may enable mass surveillance (Wendehorst & Duller, 2021). The clearest distinction between AI systems in authoritarian countries and AI systems in democratic countries is the use of facial recognition for mass surveillance (CAIDP, 2021).

The draft AI Act is an ambitious attempt to deal with the complexities of AI and adequately address both the benefits and risks of AI and to support the EU objective to be a global leader in the development of secure, trustworthy and ethical AI. In order to be trustworthy, AI systems should be (1) lawful – compliant with all applicable laws, (2) ethical and (3) robust (AI HLEG, 2019). Human rights as legally enforceable rights fall under the first component of trustworthy AI. Moreover, they form part of the second component as they are also bestowed on individuals by mere virtue of their status as human beings regardless of any legal enforceability. Ensuring that AI systems are robust from both the technical and social perspectives is closely intertwined with the first two components (Smuha, 2021).

The AI Act should effectively enforce existing laws on fundamental rights by addressing the risks created by AI systems, including by biometric surveillance systems. Respect, protection and promotion of human rights, within a framework of democracy and the rule of law, is essential throughout the life cycle of AI systems. This objective also requires introduction of prohibitions on certain AI practices that violate fundamental rights and democratic values.

3. Growing calls for red lines in the upcoming AI legal framework

The draft AI Act sets prohibitions on AI practices contradicting EU values and fundamental rights. Introducing these prohibitions is as such unequivocally a significant step forward in the intense debate at EU, international and national levels on the need to set red lines to AI practices violating human rights, in particular on the use of biometric surveillance systems.

Due to conflicting opinions, prohibitions of certain AI practices were not included in prior EU policy documents on the development of AI regulation. The European Commission’s White paper on Artificial Intelligence, while emphasising that the use and gathering of biometric data for remote identification purposes carries specific risks to fundamental rights, contains no prohibitions (European Commission, 2020). However, a leaked version of this document contained a moratorium on facial recognition, controversially later removed from the final version (Access Now, 2020).

At the same time, the European Parliament has on a number of occasions urged the European Commission to consider a moratorium on the use of facial recognition systems (European Parliament, 2020). In 2021, a group of more than 100 members of the European Parliament has called on the European Commission to enshrine an explicit ban on biometric mass surveillance in public spaces in EU law (European Parliament, 2021).

International organisations involved in the debate on development of AI regulation increasingly and noticeably recognise the need to set red lines in AI regulation.
The UNESCO Recommendation on the Ethics of Artificial Intelligence adopted in 2021 provides that “AI systems should not be used for social scoring and mass surveillance purposes” (para 26) (UNESCO, 2021).

In September 2021, the United Nations High Commissioner for Human Rights, Michelle Bachelet, published a report stressing the urgent need to ban AI applications that violate human rights (OHCHR, 2021). The High Commissioner urges States to expressly ban AI applications that cannot be operated in compliance with international human rights law and to impose moratoriums on the sale and use of AI systems that carry a high risk for enjoyment of human rights, unless and until adequate safeguards to protect human rights are in place. The document also underlines the need to impose a moratorium on the use of remote biometric recognition technologies in public spaces. The High Commissioner emphasises that a risk-proportionate approach to legislation and regulation will require prohibition of certain AI technologies, applications or use cases, where these would create potential or actual impacts that are not justified under international human rights law, including those that fail the necessity and proportionality tests.

In 2020, the Council of Europe published a report prepared by the Ad hoc Committee on Artificial Intelligence (CAHAI) which indicates that red lines could be drawn for certain AI systems or uses that are considered to be too impactful to be left uncontrolled or unregulated or to even be allowed at all, including AI-enabled mass surveillance and social scoring (Ben-Israel et.al., 2020). The Council of Europe has also issued Guidelines on Facial Recognition that call for specific rules for biometric processing by facial recognition technologies for law enforcement purposes as well as to strictly limit or prohibit certain uses of these technologies (Council of Europe, 2021).

This direction of debates on the need to introduce red lines in the AI legal framework has been much influenced by national legislators, civil society, data protection authorities and academics (Veliz, 2020).

In contrast to the situation in the EU, in the last few years the use of facial recognition technology by government and law enforcement authorities has been banned in a number of USA cities, such as San Francisco, Oakland, Boston, despite the lack of strong federal data protection regulation (Access Now, 2020).

The debate has been strongly influenced by civil society organisations. In 2020, European Digital Rights (EDRI), an association of 115 civil and human rights organisations, launched the ‘Reclaim your face’ campaign and the European Citizens’ Initiative, calling on the European Commission to ban biometric mass surveillance practices (EDRI, 2021b). In 2021 EDPB and the EDPS joined civil society in their call for a ban on automated facial recognition technologies (EDPB & EDPS, 2021).

National data protection authorities have also adopted the first decisions finding that use of facial recognition technologies, for example, to monitor attendance of students at school (EDPB, 2019) and to identify individuals by using Clearview AI (EDPB, 2021), violates data protection law. Currently their use is supervised on a case-by-case basis, raising the risk of their normalisation and legitimisation in individual Member States across the EU.

Despite recognition of the urgent need for a ban on certain AI practices contravening fundamental rights and democratic values, the EU, international organizations and national legislators still need to take courageous further steps to effectively introduce prohibitions in the legal framework, including in the draft AI Act.

### 4. Reconsidering the classification of AI systems

The draft AI Act follows a risk-based approach and proposes to categorise AI systems based on the four different risk levels they create: 1) an unacceptable risk (Title II); 2) a high risk (Title III); 3) limited
The draft AI Act prohibits certain AI practices that create unacceptable risk as they contradict EU values and fundamental rights. The draft Act proposes to prohibit four AI practices: 1) deployment of subliminal techniques beyond a person’s consciousness, 2) exploitation of the vulnerabilities of specific vulnerable groups, 3) social scoring, and 4) use of ‘real-time’ remote biometric identification systems in publicly accessible spaces for law enforcement (Article 5 (1)).

Other AI systems that create an adverse impact on safety or fundamental rights are considered as high-risk. This includes AI systems that are product or safety components (Article 6 (1)) or systems used in the areas listed in Annex III of the draft AI Act (Article (6) (2)), including such areas as biometric identification and categorisation, education, employment, law enforcement, migration, asylum and border control. The draft Act sets specific requirements for high-risk AI systems and obligations for operators of such systems to mitigate the risks they pose.

For other AI systems that do not pose high risks, the draft AI Act imposes limited transparency rules. The draft Act classifies AI systems as limited-risk systems that are intended to interact with natural persons, emotion recognition systems and biometric categorisation systems, and AI systems used to generate or manipulate image, audio or video content (Article 52).

According to the proposed classification, AI biometric surveillance systems may fall into three categories and be seen as prohibited, high-risk, or limited risk AI systems. The draft AI Act defines and regulates three kinds of AI biometric surveillance systems – remote biometric identification systems, biometric categorization systems, and emotion recognition systems. However, only use of the first system – remote biometric identification systems – may be classified as prohibited AI practices. At the same time the first system may also fall into the high-risk AI system category. Biometric categorization systems and emotional recognition systems may fall into the categories of limited risk or high-risk AI systems depending on the area in which they are used.

Further analysis will critically assess the proposed classification of AI biometric surveillance practices and reveal the main concerns and shortcomings of the new rules.

4.1. Remote biometric identification as prohibited AI practices

The draft AI Act prohibits use of ‘real-time’ remote biometric identification systems in publicly accessible spaces for the purpose of law enforcement (Article 5 (1) (d)). ‘Remote biometric identification system’ is defined as ‘an AI system for the purpose of identifying natural persons at a distance through the comparison of a person’s biometric data with the biometric data contained in a reference database, and without prior knowledge of the user of the AI system whether the person will be present and can be identified’ (Article 3 (36)).

Remote real-time facial recognition is increasingly deployed by authorities around the world. In Europe, the United Kingdom has been the most active in experimenting with this technology. A number of EU Member States have also conducted live facial recognition pilot projects, for example, at Brussels International Airport, during the Carnival in Nice, during Carnival 2019 in ’s-Hertogenbosch’s Korte Putstraat (the Netherlands), in Berlin Südkreuz train station or Mannheim city centre (Germany) (Ragazzi et. al., 2021; FRA, 2019). Their current deployment in public spaces across Europe is primarily experimental and localised, although the technology coexists with a broad range of algorithmic processing of images being carried out on a large scale. Moreover, in the current creation of new biometric databases or upgrading existing databases to become facial recognition-readable, law enforcement authorities are building an infrastructure that poses significant risks for biometric mass surveillance (Ragazzi et. al., 2021).
The draft AI Act acknowledges that use of these systems is considered particularly intrusive into the rights and freedoms of the persons concerned, to the extent that it may affect the private life of a large part of the population, evoke a feeling of constant surveillance and indirectly dissuade exercise of freedom of assembly and other fundamental rights (Recital 18).

However, the scope of the prohibition is strictly limited, thus allowing a wide range of biometric surveillance practices. In order for the prohibition to apply, several elements must be present, raising a number of concerns about their justification.

Firstly, the draft AI Act prohibits only “biometric identification systems”, thus not covering other biometric systems that are used for other purposes than that of identifying natural persons, such as biometric categorisation, emotion recognition and behavioural detection and other techniques that are being used to an increasing extent by public and private bodies (Wendehorst & Duller, 2021).

Secondly, the prohibition applies only to ‘real-time’ biometric identification systems, thus allowing ‘non-real-time’ or ‘post’ identification. The draft AI Act defines a ‘real-time’ remote biometric identification system as ‘a system whereby capture of biometric data, comparison and identification all occur without significant delay, which comprises not only instant identification, but also limited short delays in order to avoid circumvention’ (Article 3 (37)). Accordingly, real-time identification applies not only to instant identification but also to ‘limited short delays’. However, it is unclear what should be understood by it. Biometric identification, even when not done in real time, but at a later stage, can have a similar negative impact on privacy, freedom of association and other fundamental rights. For example, remote biometric identification of political protesters creates a significant chilling effect on the exercise of freedom of assembly and association regardless of whether it is ‘real-time’ or ‘post’ (EDPB & EDPS, 2021).

Moreover, the ‘real-time’ and ‘publicly accessible spaces’ conditions allow law enforcement authorities to use recognition software services, such as Clearview AI, on previously recorded footages or images to identify individuals, track their movements, and attempt to link their behaviour to certain special categories. ‘Publicly accessible spaces’ means ‘any physical place accessible to the public, regardless of whether certain conditions for access may apply’ (Article 3 (39), draft AI Act). These include streets, government buildings, transport infrastructure, cinemas, theatres, shopping centres, and so on. The notion does not cover online spaces (Recital 9, draft AI Act). AI systems for large-scale remote identification in online spaces should be prohibited under Article 5 of the draft AI Act as they contravene EU data protection law and do not meet the strict necessity requirement established by the CJEU and the ECtHR (EDPB & EDPS, 2021).

Thirdly, the prohibition is limited to use of AI systems ‘for law enforcement purposes’, which means ‘activities carried out by law enforcement authorities for the prevention, investigation, detection or prosecution of criminal offences or execution of criminal penalties, including safeguarding against and prevention of threats to public security’ (Article 3 (41)). Accordingly, the draft AI Act allows remote biometric identification by public authorities in publicly accessible spaces for purposes other than law enforcement as well as by private companies both in public and private spaces. These systems have been implemented by both public and private entities across Europe for different purposes, such as scanning shoppers entering supermarkets, controlling entry to stadiums, schools and transport and for crowd control or public health purposes, with severe effects on the populations’ expectations of being anonymous in public spaces (Montag et.al., 2021; EDPB & EDPS, 2021).

In addition to the narrow scope of the prohibition, the draft AI Act provides an exhaustive list of exceptional cases in which the prohibition does not apply. Remote biometric identification systems may be still used for law enforcement purposes if strictly necessary for:
– targeted search for specific potential victims of crime;
– prevention of a specific, substantial and imminent threat to the life or physical safety of natural persons or of a terrorist attack;
– detection, localisation, identification or prosecution of a perpetrator or suspect of a criminal offence for a wide list of criminal offences allowing issue of a European arrest warrant if those offences are punishable in that Member State by a custodial sentence or a detention order for a maximum of at least three years (Article 5 (1) (d)).

The draft AI Act acknowledges the essential requirement established by the case-law of the Court of Justice of the European Union (CJEU) and the European Court of Human Rights (ECtHR) in mass surveillance cases, namely that use of these systems should be ‘strictly necessary’. The further rules of the draft AI Act seem to be trying to include the following essential guarantees identified by both courts in mass surveillance cases:
– clear, precise and accessible rules;
– proportionality and necessity;
– an independent oversight mechanism; and
– effective remedies (EDPB, 2020).

The draft AI Act introduces extensive rules for the use of remote biometric identification systems in these exceptional situations. First, the draft AI Act states that two elements must be taken into account:
– the nature of the situation;
– the consequences of use for the rights and freedoms of all persons concerned.

In addition, the use of these systems must comply with necessary and proportionate safeguards and conditions, in particular regarding temporal, geographic and personal limitations (Article 5 (2)). Although the draft AI Act refers to ‘personal limitations’, the wording is too vague to ensure only targeted use of these systems.

Further, the draft AI Act states that each individual use of remote biometric identification systems should be subject to prior authorisation by a judicial authority or by an independent administrative authority, except in urgent situations, when authorisation may be requested during or after use. The authority will only grant authorisation where it is satisfied – based on objective evidence or clear indications presented to it – that use of the system is necessary and proportionate (Article 5 (3)). This provision, however, does not require an assessment of whether the use is ‘strictly necessary’. Moreover, it allows authorisation of use of systems based on ‘clear indications’, i.e. without evidence. Evaluating whether use of surveillance measures is ‘strictly necessary’ requires evidence that they are effective in achieving the particular public interest objective and that there are no less restrictive means. Scholars have also indicated that it is unclear whether warrants can be thematic, i.e. issued for individual purposes, and that public scrutiny may be challenging as transparency over the number and types of authorisations issued is not required in the AI Act (Veale & Zuiderveen Borgesius, 2021).

The draft AI Act states that a Member State may decide to provide for the possibility to fully or partially authorise the use of biometric recognition systems for law enforcement purposes and must lay down in its national law the necessary detailed rules for the request, issuance and exercise of, as well as supervision relating to, such authorisations (Article 5 (4)). This allows Member States to choose whether they want to implement the exceptions for using these systems for law enforcement purposes in their national laws, given that public security and national security largely remain within the exclusive competence of the Member States, although under the conditions and within the limits set in the draft AI Act (Christakis & Becuywe, 2021).
Thus, the draft AI Act requires Member States to introduce in national regulation detailed rules for authorisation. However, the draft AI Act does not require Member States to adopt rules on use of these systems, although the CJEU and the ECtHR case-law has emphasised that it is essential to have clear, precise and accessible rules governing the scope and application of mass surveillance measures. The draft AI Act also does not include any rules on remedies available to individuals as well as on notification about use of the systems, although these are acknowledged as essential guarantees in mass surveillance case-law (EDPB, 2020).

The use of biometric data for law enforcement is currently regulated by the Law Enforcement Directive. The draft AI Act – as far as it provides specific rules on protection of individuals with regard to processing of personal data concerning restrictions on use of AI systems for ‘real-time’ remote biometric identification in publicly accessible spaces for the purpose of law enforcement – is based on Article 16 TFEU, rather than Article 114 as is the rest of the draft Act. The AI Act would be lex specialis to the Law Enforcement Directive. The EDPB and EDPS have stressed that it is of utmost importance to ensure clarity of the relationship between the AI Act to existing EU legislation on data protection and have recommended clarifying in Article 1 of the draft AI Act that EU legislation for protection of personal data applies to any processing of personal data falling within the scope of the AI Act (EDPB & EDPS, 2021). Inclusion of this provision would ensure that the AI Act would not lead to a weakening of the EU’s high data protection standards, for example as interpreted in the case-law of the CJEU.

Not only the scope of prohibition of the use of remote biometric identification systems, but also the other three prohibitions have been widely criticised for being too narrow. AI systems that deploys subliminal techniques beyond someone’s consciousness (Article 5 (1) (a)), and that exploits the vulnerabilities of a specific group of persons due to their age, physical or mental disability (Article 5 (1) (b)) are prohibited only if used to ‘materially distort a person’s behaviour’ and only if such practice ‘causes or is likely to cause that person or another person physical or psychological harm’ making it impossible to ban any manipulative practices. The draft AI Act also prohibits AI-based social scoring, though limits its scope to general purposes carried out by public authorities, and does not cover social scoring by private companies (Article 5 (1) (c)). The risks posed by social scoring, likewise the use of remote biometric identification and other forms of biometric recognition in public spaces, do not depend on their purpose or whether they are used by public or private actors (EDPB & EDPS, 2021).

The draft AI Act, unlike in the case of the other three set prohibitions, namely on social scoring and AI manipulation, only prohibits the use of remote biometric identification systems, but does not prohibit the placing on the market and putting into service of such systems, thus allowing sale to oppressive regimes of biometric systems whose use would be illegal in the EU (Veale & Zuiderveen Borgesius, 2021). Many actors have urged for a ban in the AI Act on remote biometric recognition in public spaces, including but not limited to biometric identification, and any type of social scoring as well as to introduce new prohibitions on predictive tools currently classified as high-risk systems and biometric classification and emotional recognition classified generally as limited risk AI systems (EDPB & EDPS, 2021; Muller & Dignum, 2021; EDRI, 2021a; CAIDP, 2021; EPIC, 2021). These categories of AI systems will be assessed further.

4.2. Remote biometric identification as high-risk AI systems

AI systems intended to be used for ‘real-time’ and ‘post’ remote biometric identification of natural persons which fail to meet all the criteria described above would be considered as prohibited and classified as high-risk systems, i.e. under the area of biometric identification and categorization of natural persons (Annex III, 1, draft AI Act).
The draft AI Act states that high-risk AI systems should only be placed on the EU market or put into service if they comply with certain mandatory requirements to ensure that they do not pose unacceptable risks to important EU public interests as recognised and protected by EU law (Recital 27). The draft AI Act sets out a wide range of legal requirements for high-risk AI systems (Chapter 3). These are connected to the obligations of providers and users of AI systems and other parties (Chapter 4). Most of the requirements will apply to providers of AI systems, i.e. those who develop an AI system and place it on the market or put it into service (Article 3 (2)). They must implement a risk management system, use high-quality data sets, draw up technical documentation, enable record-keeping, ensure transparency and provide information to users, ensure human oversight and an appropriate level of robustness, accuracy and cybersecurity (Articles 8–15).

In addition, providers of high-risk AI systems must ensure that their systems undergo an *ex-ante* conformity assessment through internal checks prior to their placement on the market or putting into service (Article 43). Conformity assessment means verifying whether the requirements described above (i.e. set out in Title III, Chapter 2 of the draft AI Act) relating to an AI system have been fulfilled (Article 3 (20)). Within the area of remote biometric identification and categorisation of natural persons, third-party conformity assessment by an independent body for AI systems is planned to be used (Chapter 3). However, once harmonised standards and common specifications covering these systems exist, only self-assessment is needed. All other stand-alone high-risk AI systems, e.g. emotion recognition systems used in high-risk areas, will be based on self-assessment, which does not provide for involvement of a notified body. EDPS, EDPB and many other organisations have recommended that there is a need for third-party conformity assessments for all high-risk AI systems as internal assessments could quickly devolve into meaningless box-checks (EDPB & EDPS, 2021, Muller & Dignum, 2021, EDRI, 2021a; CAIDP, 2021). Moreover, conformity assessments could be made available to increase transparency (EPIC, 2021).

The draft AI Act requires new *ex ante* re-assessments of conformity in the case of substantial modifications to AI systems (Article 43 (4)), in particular a change of the intended purpose for which the AI system has been assessed (Article 1 (23)). However, this assessment would not be required for high-risk AI systems that have already been placed on the market or put into service. The AI Act would apply only to those AI systems that were subject to significant changes in their design or intended purpose (Article 83 (1)). Clearer guidelines should be set in the AI Act for the obligation to undergo re-assessment as well as for assessment of AI systems that already operate within the EU.

After performing a conformity assessment, the provider should register this high-risk AI system in an EU database managed by the European Commission to increase public transparency and oversight and strengthen *ex post* supervision by competent authorities.

The requirements applicable to design and development of certain AI systems before they are placed on the market will be further operationalised through harmonised technical standards, raising significant concerns as to how they would reflect democratic values and respect fundamental rights (McFadden et.al., 2021). Although the draft AI Act sets an obligation to introduce risk management systems, it does not specify what kind of risks should be assessed (Article 9 (2) c). The draft AI Act calls for establishing common normative standards for all high-risk AI systems consistent with the Charter in order to ensure a consistent high level of protection of public interest in terms of health, safety and fundamental rights (Recital 13). However, the risks to fundamental rights are more challenging to identify in the field of AI than that of products. Not only are the use cases for AI harder to predict than those of physical objects, but AI applications are typically embedded within complex systems so it is difficult for a provider of an AI application to predict all the ways in which that system could be used or could impact fundamental rights (McFadden et.al., 2021).
The draft AI Act does not require users, in contrast to providers, to conduct a risk assessment of AI systems, as they will simply follow the instructions for use supplied by the provider accompanying high-risk AI systems and monitor their operation on the basis of those instructions (Article 29 (1), (4)), although the risks to a large extent may depend on the way the systems are used.

Thus, the AI Act should not miss the opportunity to introduce impact assessments that would require users to identify and assess the impacts of AI systems on fundamental rights as well as on society, democratic values, the environment, and so on (EDRI, 2021a). Impact assessments of this kind have been suggested by international organisations as one of the main AI accountability mechanisms (UNESCO, 2021, para. 50, 51) as well as academics (Mantelero & Esposito, 2021; Reisman et al., 2018).

No reference appears in the draft AI Act either to the rights of individuals, for example, when assessing whether an AI system poses a high risk to fundamental rights (Article 7 (2)), or to complaints and redress mechanisms available to individuals and communities affected by AI systems. EDPB and EDPS have recommended that the AI Act should also address the risks posed by AI systems to groups of individuals or society as a whole (EDPB & EDPS (2021) – risks that have also been recognized by scholars (Taylor et. al., 2017).

In addition to the requirements set in the draft AI Act, both providers and users of high-risk AI systems would be required to ensure compliance with existing data protection law. The draft AI Act only indicates that users of high-risk AI systems should use the instructions for use provided under Article 13 (setting transparency obligations and provision of information to users) to comply with their obligation to carry out a data protection impact assessment (Article 29 (6)). The EDPB and EDPS recommend setting compliance with data protection law as one of the requirements in the AI Act (EDPB & EDPS, 2021). Remote biometric identification systems should comply with data protection requirements that mandate a legal basis for processing biometric data and allow processing only under strict conditions (Madiega & Mildebrath, 2021). Data protection standards also apply to all other AI systems processing personal data and classification of AI systems. Moreover, the fact that AI systems are not classified as high-risk within the meaning of the draft AI Act does not mean that processing personal data by such systems could not be considered as high-risk when applying data protection rules, for example, in the case of biometric categorisation and emotion recognition.

The draft AI Act states that the fact that an AI system is classified as high risk should not be interpreted as indicating that use of the system is necessarily lawful under other EU norms or under national law, such as those on protection of personal data, on use of polygraphs and similar tools or other systems to detect someone’s emotional state. The AI Act should not be understood as providing a legal ground for processing personal data, including special categories of personal data, where relevant (Recital 41, draft AI Act). The provision only refers to AI systems ‘classified as high-risk’, but not to AI systems classified as limited risk, such as emotion recognition systems.

The draft AI Act classifies certain AI predictive systems in law enforcement as high-risk, that is, systems used for:
- making individual risk assessments of natural persons in order to assess the risk of offending or reoffending (Annex III, 6 (a));
- predicting the occurrence or reoccurrence of an actual or potential criminal offence based on profiling of natural persons or assessing the personality traits and characteristics or past criminal behaviour of natural persons or groups (Annex III, 6 (e)).

Predictive tools carry an inherent risk of perpetuating or even enhancing discrimination, reflecting embedded historic racial and ethnic bias in the data sets used, such as a disproportionate focus on policing certain minorities (OHCHR, 2021).
Emotion recognition systems used in law enforcement and in the area of migration, asylum and border control management are also classified as high-risk systems, that is, AI systems used as polygraphs and similar tools or to detect the emotional state of a natural person (Annex III, 6 (b), (7 (a)).

AI systems coupled with biometric techniques have led to a re-emergence of lie detection and other predictive systems that analyse human behaviour. For example, the EU-funded iBorderCtrl project testing AI for facial “lie detection” to control immigration, which ended in 2019, raised major public criticism. The use of these systems is highly contested, as they are not based on sound science (Wendehorst & Duller, 2021).

Behavioural detection systems touch the essence of human dignity, deeply affect enjoyment of the right to privacy and carry inherent risks of discrimination and may undermine other human rights, such as the rights to liberty and to a fair trial (EDPB & EDPS, 2021, OHCHR, 2021). These concerns will be discussed further below.

Although the draft AI Act acknowledges that high-risk AI systems may be unlawful, each use case of these systems would be assessed on a case-by-case basis. This approach does not seem to provide effective protection against the significant risks these systems clearly pose.

4.3. Biometric categorization and emotion recognition – limited risk or rather prohibited AI systems

The draft AI Act classifies emotion recognition and biometric categorization systems as limited-risk AI systems. The draft Act provides definitions of both systems. ‘Emotion recognition system’ means ‘an AI system for the purpose of identifying or inferring emotions or intentions of natural persons on the basis of their biometric data’ (Article 3 (34)). ‘Biometric categorisation system’ means ‘an AI system for the purpose of assigning natural persons to specific categories, such as sex, age, hair colour, eye colour, tattoos, ethnic origin or sexual or political orientation, on the basis of their biometric data’ (Article 3 (35)).

The draft AI Act claims to lay down harmonized transparency rules for these systems (Article 1 (c)). Accordingly, users of an emotion recognition or a biometric categorisation system must inform those exposed to the operation of such a system. This obligation will not apply to AI systems used for biometric categorisation, which are permitted by law to detect, prevent and investigate criminal offences (Article 52 (2)). The obligations will not affect the requirements and obligations set for high-risk AI systems (Article 52 (4)).

These transparency obligations add no new requirements that are not already included in the existing data protection law, namely Article 13 GDPR. If this provision is for emotional recognition and biometric classification systems that do not process biometric data – an interpretation that brings with it many problems – this reasoning would see the European Commission implicitly legitimising a contentious and restrictive reading of the GDPR (Veale & Zuiderveen Borgesius, 2021).

Emotion recognition systems and biometric categorisation systems may also fall within the category of high-risk AI systems depending on the area where they are used, for example, if they are used in the areas of education, employment, law enforcement, or migration.

Moreover, the high-risk area – biometric identification and categorization of natural persons – refers to two kinds of system, with only remote biometric identification set as one of the sub-areas under this area. This could provide the opportunity later to expand the area to include biometric categorization. However, it is unclear why these systems have not already been included in this area but rather categorized generally as limited-risk AI systems. The title of this area also does not include emotion recognition systems. The draft AI Act empowers the European Commission to expand the list of high-risk AI systems used within
certain pre-defined areas already set in Annex III. However, it does not enable addition of new areas or amendment of existing ones, thus not enabling emotion recognition systems to be added as high-risk systems in the area of biometric identification and categorization of natural persons.

Classifying emotion recognition systems and biometric categorisation systems generally as limited-risk AI systems (although in some cases falling within the high-risk category), where risks can be sufficiently mitigated simply by transparency rules, while at the same time not acknowledging the need for any other limitations and requirements, will fail to meaningfully address the significant risks that these systems pose to fundamental rights.

Emotion recognition and biometric categorisation systems have been increasingly used by both private and public entities across multiple sectors within the EU, including for law enforcement and border control purposes (Wendehorst & Duller, 2021). They raise significant risks to human dignity, autonomy, the right to privacy and other fundamental rights. Biometric recognition systems analysing and predicting our behaviour and emotions through facial expressions, tone of voice, gait, and heart rate, affect our psychological integrity, deeply interfere with our personal sphere and severely limit our ability to freely express our personality, autonomy, and freedom of thought (AI HLEG, 2019; McStay, 2020; CAHAI, 2020; OHCHR, 2021; Ben-Israel et. al., 2020) AI systems categorizing individuals from biometrics into clusters according to ethnicity, gender or other grounds of discrimination prohibited under Article 21 of the Charter contradict fundamental rights and EU values (EDPB & EDPS, 2021).

Moreover, the scientific validity of emotion recognition and biometric classification systems is not proven (Heaven, 2020). There is no scientific evidence proving the abilities of AI systems that they claim, e.g. there is no proof that a person’s inner emotions can be accurately ‘read’ from facial expressions, heart rate or tone of voice (Barrett et. al., 2019). These systems present severe problems of inaccuracy and bias leading to discrimination and social inequalities (Heaven, 2020).

EDPB and EDPS (2021) call for a general ban on any use of AI for automated recognition of human features in publicly accessible spaces – such as faces but also gait, fingerprints, DNA, voice, keystrokes and other biometric or behavioural signals – in any context, recommend a prohibition on biometric categorisation, for both public authorities and private entities, as well as on the use of AI to infer the emotions of a natural person, except for certain well-specified use-cases, namely for health and research purposes. This opinion has been endorsed by many other actors (Muller & Dignum, 2021, EDRI, 2021a; CAIDP, 2021).

The proposed classification of emotion recognition and biometric categorisation systems as limited risk or high-risk AI systems in the draft AI Act, rather than prohibiting their use, could normalize or even legitimate the use of these scientifically unfounded systems contravening fundamental rights and democratic values.

5. Conclusion

The draft AI Act is the first initiative in the world that provides a legal framework to address the risks of AI systems and aims to promote trustworthy AI, at the same time requiring introduction of prohibitions on certain AI practices that violate fundamental rights.

Although introducing a ban on prohibited AI practices in the draft AI Act is as such a significant step forward in the debate on introducing red lines in the AI regulatory framework, EU legislators still need to take courageous further steps to introduce clear prohibitions in the draft AI Act before it becomes law. Prohibiting the use of remote biometric identification systems in the draft AI Act is severely limited and would allow a wide range of surveillance practices. Use of these systems for law enforcement purposes,
although permitted in exceptional cases, could almost always be justified. Moreover, the conditions for such uses are very vaguely worded and partly reflect essential guarantees for use of surveillance measures recognized by the CJEU and the ECtHR and would not be able to prevent use of AI systems for mass surveillance. The exceptions and loopholes with regard to all prohibited AI practices should be removed.

The proposed classification of biometric surveillance systems in the draft AI Act should be reconsidered in order to meaningfully address the risks they pose to fundamental rights. Classifying biometric systems as high-risk or limited-risk AI systems could normalise or even legitimatise their use. The draft AI Act should prohibit emotion recognition and biometric categorisation as these AI practices violate fundamental rights and are scientifically unfounded.

The draft AI Act should also strengthen legal requirements for accountability and transparency, enhance existing data protection standards, introduce third-party conformity assessments for all high-risk AI systems, complaints and redress mechanisms, and in addition not missing the opportunity to introduce impact assessment on users of high-risk AI systems to assess the impact of AI systems on fundamental rights as well as other impacts, including on democratic values and the rule of law.
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