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Abstract. Breast cancer is a major cause of female deaths, especially in underdeveloped countries. It can be treated if diagnosed
early and chances of survival are high if treated appropriately and timely. For timely and accurate automated diagnosis, machine
learning approaches tend to show better results than traditional methods, however, accuracy lacks the desired level. This study
proposes the use of an ensemble model to provide accurate detection of breast cancer. The proposed model uses the random
forest and support vector classifier along with automatic feature extraction using an optimized convolutional neural network
(CNN). Extensive experiments are performed using the original, as well as, CNN-based features to analyze the performance of
the deployed models. Experimental results involving the use of the Wisconsin dataset reveal that CNN-based features provide
better results than the original features. It is observed that the proposed model achieves an accuracy of 99.99% for breast cancer
detection. Performance comparison with existing state-of-the-art models is also carried out showing the superior performance of
the proposed model.
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1. Introduction

Breast cancer is a prevalent and deadly disease, par-
ticularly for women in developing countries [1]. Breast
cancer is a common form of cancer in women that is
linked to denser breast tissue. It is ranked as the sec-
ond most common cause of death for women globally
[2], impacting 2.1 million individuals annually [3]. The
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World Health Organization (WHO) reports that breast
cancer affects more than 2.3 million women each year
and causes 685000 deaths, comprising 13.6% of all
cancer-related deaths in women [4]. Early detection is
crucial in reducing the number of deaths from this dis-
ease. According to data from Globocan 2018 [5], one in
four cancer cases in women is diagnosed as breast can-
cer, making it the fifth leading cause of death globally.
Breast cancer usually originates in the breast tissue,
specifically in the inner lining of milk ducts or lobules.
The development of cancer cells is caused by mutations
or modifications in the Deoxyribonucleic acid (DNA)
or Ribonucleic acid (RNA). A variety of factors can
contribute to mutations that may lead to breast can-
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cer including air pollutants, bacteria, nuclear radiation,
fungi, mechanical cell-level injury, viruses, parasites,
high temperatures, water contaminants, electromagnetic
radiation, dietary factors, free radicals, DNA and RNA
aging, and genetic evolution. Several kinds of breast
cancer are found like inflammatory breast cancer (IBC)
[6], Lobular breast cancer (LBC) [7], Invasive ductal
carcinoma (IDC) [8], Mucinous breast cancer (MBC),
Mixed tumor Breast cancer (MTBC), Ductal Carcinoma
in situ (DCIS).

Breast cancer is a severe disease that carries a high
risk of mortality. It accounts for 2.5% of all deaths,
with one out of every thirty-nine women suffering from
the disease [9]. Detecting and treating breast cancer
early is essential because if left untreated, cancer can
spread to other parts of the body. Early diagnosis and
proper treatment can increase the survival rate by up
to 80%. This emphasizes the significance of timely de-
tection and prompt treatment of breast cancer. Several
methods and techniques, such as screening tests, self-
examinations, and regular visits to healthcare profes-
sionals can aid in the early diagnosis of breast cancer
[10]. Mammography remains one of the most prevalent
and effective techniques for detecting breast cancer in
its early stages. Several studies have affirmed the ef-
ficacy of mammography in identifying breast cancer
at an early stage. Another widely used technique for
diagnosing breast cancer is a biopsy. In a biopsy, a tis-
sue sample is collected from the affected area of the
breast and examined under a microscope to detect and
classify the tumor [11]. The biopsy is also considered a
proficient method for breast cancer detection. Examina-
tion and analysis of breast cancer cells also help in this
regard. Researchers performed nuclei analysis and cell
classification to classify the cancerous cells into benign
and malignant. While the available methods can help
reduce the number of deaths from breast cancer, there
is still room for improvement, particularly in terms of
more efficient and automated diagnosis.

Data mining is a technique that can be used to extract
useful and meaningful information from large amounts
of data. It has been recognized as an important tool for
the early diagnosis of various diseases such as heart
disease [12], diabetes [13], kidney disease, and cancer.
With the help of data mining techniques, patterns, and
trends can be identified in the data which can help in
the early diagnosis and treatment of these diseases. It
is especially beneficial for detecting diseases such as
cancer, where early detection can greatly increase the
chances of survival. Basically, conventional cancer de-
tection methods are comprised of three tests; physical

examination, pathological test, and radiological images.
All these conventional methods are time-consuming
and are prone to false negatives. Aside from the tra-
ditional methods, machine learning methods are get-
ting attention due to better results. Machine learning
methods are reliable, accurate, and fast. These methods
are extensively used in almost every kind of disease
detection and produce better and more reliable results.
Due to the aforementioned benefits, this study proposes
a machine learning-based approach for detecting breast
cancer to achieve high accuracy. This study makes the
following contributions in this regard.

– A novel ensemble model is designed that uses a
convolutional neural network (CNN) to extract
features that are used for training. The ensemble
model employs random forest (RF) and support
vector machine (SVM) using voting to make the
final prediction.

– Impact of convolutional features on prediction
accuracy is analyzed by performing experiments
with the original, as well as, the features extracted
from the CNN model. For performance compar-
ison, K-nearest neighbor (KNN), RF, logistic re-
gression (LR), gradient boosting machine (GBM),
Gaussian Naive Bayes (GNB), extra tree classifier
(ETC), SVM, decision tree (DT) and stochastic
gradient descent (SGD) are used.

– Performance of the proposed ensemble model is
validated using k-fold cross-validation and com-
paring its performance with the state-of-the-art
approaches. The results show that the proposed
model can provide robust and generalizable per-
formance.

The remaining sections of the present study are as
follows. Section 2 contains the recent related works
on breast cancer diagnosis and detection. The dataset,
proposed methodology, and machine learning classifiers
are explained in Section 3. Section 4 includes results
and performs a comparative analysis. Discussions are
presented in Section 5. Finally, Section 6 contains the
conclusion and future work.

2. Related work

The early detection of breast cancer is crucial, and
computer-aided diagnostics (CAD) plays an essential
role in achieving this goal. In this field, various data
mining techniques and machine learning algorithms
have a significant impact. However, analyzing large and
diverse healthcare datasets can be challenging in health
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analytics. The latest advancements in CAD and AI of-
fer accurate and precise solutions for medical applica-
tions while also handling sensitive medical data. De-
spite breast cancer being a leading cause of mortality in
developed countries, machine learning is widely used
in its detection. Recent research has focused on iden-
tifying malignancies, especially breast cancer, through
CAD and decision support systems. Most studies use
single models to obtain reliable results, while a few
employ ensemble models. This section examines the
latest and innovative breast cancer detection systems
that utilize machine learning methods.

For the accurate and precise diagnosis of breast
cancer Yadav and Jadhav [14] proposed a machine
learning-based system that uses thermal infrared imag-
ing. The authors used several baseline models and trans-
fer learning models like VGG16 and InceptionV3. The
authors performed experiments involving data augmen-
tation and without augmentation. Results of the study
show that the transfer learning model InceptionV3 out-
performs other learning models and achieves an accu-
racy score of 93.1% without augmentation and 98.5%
with augmentation. In another study [15], the authors
utilized the genetic programming technique to select
the optimal features for automated breast cancer diag-
nosis. The authors tested nine machine learning clas-
sifiers including RF, LR, SVM, DT, AdaBoost (AB),
GNB, Latent Dirichlet Allocation (LDA), KNN, and
GB. The results demonstrate that genetic programming
effectively identifies the best model by merging the pre-
processing and models’ features. The highest accuracy
score of 98.23% is attained using the AB classifier.

Alanazi et al. [16] proposed an automated system for
breast cancer detection using deep earning. They also
utilized machine learning models including LR, KNN,
SVM, and various CNN variants. In experiments, the
authors examined the hostile ductal carcinoma tissue
zones in the whole slide image. The study’s findings
reveal that the CNN variant obtained the highest accu-
racy of 87%, surpassing the machine learning models’
accuracy by 9%. It indicates that the proposed deep
learning-based system enhances accuracy in breast can-
cer detection. Umer et al. [17] introduced an ensemble
learning-based voting classifier for detecting breast can-
cer. The study incorporated various machine learning
models such as RF, KNN, DT, SVM, LR, and GBM
alongside the proposed ensemble learning model. The
findings showed that the proposed ensemble learning
model achieved better results than machine learning
models. For the detection of breast tumor types, the
study [18] proposed a machine learning-based system

that achieves an accuracy of 98.1%. Suh et al. [19]
used various density mammograms for breast cancer
detection. They achieved an overall accuracy score of
88.1%.

In addition to machine learning models, transfer
learning models are also developed and utilized for
breast cancer classification. From the different imag-
ining techniques such as magnetic resonance imaging
(MRI), ultrasound, and mammography, the CNN-based
transfer learning model is used in [20]. DLA-EABA is
used for the classification of breast masses. The work
mainly focuses on the ensemble of the machine learning
approaches with the different feature extraction tech-
niques and evaluating the output using segmentation
and classification techniques. Results depict that the
proposed DLA-EABA achieved an accuracy score of
97.2%. A transfer learning-based approach is proposed
by Aljuaid et al. in [21] for breast cancer classification.
The authors experimented with two ways; binary clas-
sification and multi-class classification. They used the
transfer learning models such as ResNet18, ShuffleNet,
and InceptionV3. For the binary class classification,
ResNet18 achieved the highest accuracy of 99.7% while
for the multi-class classification, ResNet18 achieved an
accuracy score of 97.81%.

Mangukiya et al. [22] conducted a study that ex-
plored several techniques for achieving efficient, early,
and accurate breast cancer diagnosis. The authors uti-
lized various machine learning algorithms such as RF,
DT, SVM, KNN, XGBoost, NB, and AB. The dataset
used in the study includes features with highly varied
units and magnitudes. To standardize all the features’
magnitudes, they employed standard scaling. The find-
ings demonstrate that the XGBoost machine learning
algorithm attains an accuracy score of 98.24% with
standard scaling. In the same way, [23] presented a deep
ensemble learning model for detecting breast cancer
using the whole slide image. They utilized various deep
learning models such as CNN, deep neural network
(DNN), long short-term memory (LSTM), gated recur-
rent unit (GRU), and Bidirectional LSTM (BiLSTM)
and proposed the ensemble model CNN-GRU. Results
reveal that the hybrid deep learning model CNN-GRU
outperforms other learning models and achieved an ac-
curacy score of 86.21%.

While the above-discussed studies utilize different
machine and deep learning models for disease diagno-
sis, several studies focus only on using CNN models
for the same purpose. For example, [24] employs the
CNN model for mycobacterium tuberculosis detection
from bright-field microscopy. The proposed system is a
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Table 1
Summary of the discussed research works

Ref. Models Dataset Achieved accuracy
[14] baseline models and transfer learning

models (VGG16 and Inception V3
PROENG dataset 93.1% without augmentation and 98.5% with

augmentation with Inception V3
[15] k-NN, SVM, GB, GNB, DT, RF, LR,

ADA, and LDA
Wisconsin Breast Cancer dataset 98.23% with AB

[16] LR, KNN, SVM, CNN variants Kaggle 162 H&E 87% CNN model 3, 78.56% SVM
[17] RF, KNN, DT, SVM, LR, GBM,

proposed (LR+SGD)
Breast Cancer Wisconsin Dataset 100% with (LR+SGD)

[20] Deep Learning based model
(DLA-EABA)

https://wiki.cancerimagingarchive.net/ 97.2% using DLA-EABA

[21] ResNet, Inception-V3Net, and
ShuffleNet

BreakHis 99.7% for binary classification with ResNet
97.81% for multi-class using ResNet

[22] RF, k-NN, DT, SVM, NB, XGBoost,
ADA

Wisconsin breast cancer Dataset 98.24% using XGboost

[23] CNN, DNN, LSTM, GRU, BiLSTM,
CNN-GRU

Histopathologic Cancer Detection 86.21% CNN-GRU

[18] DT, SVM, RF, LR, k-NN, NB and
rotation forest

the University of Wisconsin Hospital
dataset

98.1% using logistic regression

[19] EfficientNet-B5, DenseNet-169 Hallym University Sacred Heart
Hospital dataset

88.1% DenseNet-169

computer-aided diagnosis system involving the use of
image processing and deep learning that provides better
disease detection accuracy than existing approaches.
Similarly, the study [25] investigates the performance
of various ensemble models regarding the prediction
of tuberculosis using chest X-rays. The authors use the
U-Net model for regions of interest from chest X-rays
which are later used with deep learning models. Dif-
ferent variants of CNN are implemented in the study;
the best results are obtained by the proposed stacked
ensemble with a 98.38% accuracy. In the same vein,
several other works deploy customized CNN models
for disease detection. For example, [26] uses CNN for
bleeding image detection, [27] uses CNN for pneumo-
nia classification, and [28] uses CNN for cardiovascular
disease prediction.

Several studies have been conducted to detect breast
cancer using machine learning models, to improve clas-
sification performance and reduce pathological errors
in automatic diagnosis. Table 1 summarizes some of
the literature on breast cancer detection using machine
learning models.

3. Materials and methods

The dataset used for the detection of breast cancer,
the proposed approach, and the steps taken for the pro-
posed methodology are discussed in this section. This
section also presents a brief description of the machine
learning classifiers used in this study.

3.1. Dataset for experiments

In this study, supervised machine learning models
are utilized for breast cancer detection, with a focus on
evaluating their performance. The study follows a se-
ries of steps, starting with the collection of dataset [29].
In this study, the “Breast Cancer Wisconsin Dataset”
is obtained from the UCI machine learning repository,
which is publicly accessible. The dataset contains 32
features including ‘Texture SE’, ‘Texture Mean’, ‘Con-
cave Points Mean’, ‘Concave Points SE’, ‘ID’, ‘Area
Worst’, ‘Smoothness Mean’, ‘Symmetry Worst’, ‘Com-
pactness SE’, ‘Radius Mean’, ‘Texture Worst’, ‘Con-
cave Points Worst’, ‘Perimeter SE’, ‘Fractal Dimen-
sion SE’, ‘Area Mean’, ‘Perimeter Worst’, ‘Fractal Di-
mension Mean’, ‘Compactness Worst’, ‘Compactness
Mean’, ‘Radius Worst’, ‘Perimeter Mean’, ‘Concav-
ity SE’, ‘Smoothness SE’, ‘Fractal Dimension Worst’,
‘Concavity Mean’, ‘Smoothness Worst’, ‘Symmetry
Mean’, ‘Symmetry SE’, ‘Area SE’, ‘Radius SE’, ‘Con-
cavity Worst’, ‘Diagnosis’ (target class). The dataset
consists of two target classes, namely benign and ma-
lignant. The distribution of the samples shows that 45%
of the data belong to the malignant class, while 55% are
from the benign class. The 32 features in the dataset are
classified into different types such as numeric, nominal,
binary, etc. It is important to note that the target class is
categorical, while the remaining attributes are numeric.

3.2. Data preprocessing

This study performs two steps in data preprocessing
to improve the training process of machine and deep
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Table 2
Dataset description

Feature name Description
ID Unique identification number assigned to each sample
Diagnosis Whether the sample is benign (B) or malignant (M)
Radius mean Mean of distances from center to points on the perimeter
Texture mean Standard deviation of gray-scale values
Perimeter mean Mean size of the core tumor
Area mean Mean size of the area occupied by the tumor
Smoothness mean Mean of local variation in radius lengths
Compactness mean Mean of perimeterˆ2 / area – 1.0
Concavity mean Mean severity of concave portions of the contour
Concave points mean Mean number of concave portions of the contour
Symmetry mean Mean symmetry of the tumor
Fractal dimension mean Mean “coastline approximation” – 1
Radius SE Standard error of distances from center to points on the perimeter
Texture SE Standard error of gray-scale values
Perimeter SE Standard error of the size of the core tumor
Area SE Standard error of the size of the area occupied by the tumor
Smoothness SE Standard error of local variation in radius lengths
Compactness SE Standard error of perimeterˆ2/area – 1.0
Concavity SE Standard error of severity of concave portions of the contour
Concave points SE Standard error for number of concave portions of the contour
Symmetry SE Standard error for symmetry of the tumor
Fractal dimension SE Standard error for “coastline approximation” – 1
Radius worst “Worst” or largest mean value for distances from center to points on the perimeter
Texture worst “Worst” or largest value for standard deviation of gray-scale values
Perimeter worst “Worst” or largest value for the size of the core tumor
Area worst “Worst” or largest value for the size of the area occupied by the tumor
Smoothness worst “Worst” or largest value for local variation in radius lengths
Compactness worst “Worst” or largest value for perimeterˆ2/area – 1.0
Concavity worst “Worst” or largest value for severity of concave portions of the contour
Concave points worst “Worst” or largest value for number of concave portions of the contour
Symmetry worst “Worst” or largest value for symmetry of the tumor
Fractal dimension worst “Worst” or largest value for “coastline approximation” – 1

learning models. The missing values in the data may
lead to bias. Deleting missing values can help avoid er-
rors and reduce the probability of bias. However, if the
number of records containing missing values is high, it
may distort relationships between various attributes. In
our case, the number of missing values is not high and
they can be deleted to avoid error and bias. In addition,
label encoding is also performed as the dataset contains
categorical values. For training machine learning mod-
els, converting categorical data into numerical data is
essential.

3.3. Machine learning models for breast cancer
prediction

Machine learning classification is a supervised learn-
ing method where the system learns from a specific
dataset and uses that knowledge to classify new obser-
vations. The dataset can be binary or multi-class. In
this section, we discuss machine learning classifiers for
breast cancer detection. The sci-kit-learn library is used
to implement the machine learning models. All models

are implemented in the Python environment using the
sci-kit module.

3.3.1. Random forest
RF is a widely used ensemble learning approach for

classification and regression problems in machine learn-
ing [30,31]. It is a decision tree combination method
in which several decision trees are generated and their
outputs are merged to form the final prediction. The
fundamental concept behind this technique is to train
numerous decision trees, each on a unique subset of
the data, and then combine their predictions to create
the final prediction. This approach helps to reduce the
overfitting problem that can arise when training a single
decision tree. Mathematically, the random forest can be
represented as

p = mode{T1(y), T2(y), T3(y), . . . , Tm(y)} (1)

p = mode

{
m∑

m=1

Tm(y)

}
(2)
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where p is final prediction,and T1(y), T2(y), . . . Tm(y)
are the decision trees taking part in the prediction pro-
cess.

3.3.2. Decision tree
Currently, the DT is one of the most widely used tech-

niques for classification and prediction [32]. A DT is
presented as a tree-like structure, similar to a flowchart,
that displays logical steps. In this structure, an internal
node signifies an attribute test, a branch represents the
result of an attribute test, and a leaf node indicates a
class label. Decision trees are highly beneficial in data
classification as they can accomplish it in a short period
with minimum computational resources. These trees
can process both categorical and continuous data. Fur-
thermore, decision trees can identify the essential data
points that are required for accurate classification and
forecasting.

3.3.3. K-nearest neighbour
The k-NN algorithm is a non-parametric approach in

machine learning and is used for both regression and
classification tasks. This algorithm uses lazy learning or
instance-based learning, where it identifies the k num-
ber of closest training instances to a new data point and
determines the majority class among those k nearest
neighbors to classify the new data point [33]. The algo-
rithm is based on the concept of similarity between the
input data and training data, where it stores all available
cases and uses a similarity measure, such as the distance
function, to classify new cases. The k-NN algorithm is
simple and easy to implement.

In the field of pattern recognition, k-NN is frequently
employed for classification issues and has been used
for tasks such as medical diagnosis, image recognition,
and video recognition. One of the primary benefits of
k-NN is its simplicity and versatility in handling both
regression and classification tasks. However, it is vul-
nerable to the scale of the data and extraneous features,
and the optimal value of k must be chosen with care.

3.3.4. Logistic regression
LR is a statistical model used for binary classification

problems in supervised learning. It is commonly used
when the outcome variable is binary, such as predicting
whether a patient has a disease or not, or whether an
email is spam or not. LR is used to estimate the proba-
bility of a binary outcome based on certain inputs, and
then use that estimate to make a prediction. The logistic
function (also called the sigmoid function) is used to
model the probability of a binary outcome, and the out-

put of the logistic function is then used to make a pre-
diction [34,30]. The logistic function or sigmoid func-
tion is commonly ‘S’ shaped curve as in the equation
below

f(x) =
L

1 + e−m(v−vo)
(3)

LR can be used for binary classification problems,
as well as multi-class classification problems (when
more than two classes are present) using one-vs-all or
softmax regression.

3.3.5. Support vector machine
SVM is a well-known supervised learning algo-

rithm [35] used for classification and regression prob-
lems in machine learning. SVM’s main principle is to
determine the optimal boundary (or hyperplane) that
divides data points into different classes. The border is
designed to maximize the margin, which is the distance
between the boundary and the nearest data points from
each class, also known as support vectors. SVM is suit-
able for both linear and non-linear classification tasks.
A linear border (or hyperplane) is used to separate the
data points in the case of linear classification. In the
case of non-linear classification, a technique known as
the kernel trick is employed to convert the input data
into a higher dimensional space with a linear border to
separate the data points. SVM is also effective in cases
where there is a clear margin of separation in the data.
However, it can be less effective when the data is noisy
or when the classes are highly overlapping.

3.3.6. Gradient boosting machine
GBM is a machine learning algorithm used for both

classification and regression problems, and it is part
of the ensemble learning family called boosting [36].
GBM combines the predictions of multiple weak mod-
els, such as decision trees, to create a strong model.
The idea behind gradient boosting is to iteratively train
weak models, such as decision trees, and add them to
the ensemble one at a time. New trees are trained to
correct the mistakes of the previous trees by focusing
on the training instances that were misclassified. The
predictions of all trees are then combined to make the
final prediction. This process is repeated until a pre-
determined number of trees is reached or the perfor-
mance of the ensemble on a validation set stops improv-
ing. GBM has many advantages such as being able to
handle a wide range of data types like categorical and
numerical features and modeling non-linear interactions
between features and the target. Additionally, it often
performs well on large datasets with a large number of
features and instances.
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3.3.7. Extra tree classifier
ETC is an ensemble learning method that uses ran-

domized trees [37] to generate a final classification out-
put by combining uncorrelated trees in a forest of de-
cision trees. The underlying concept of ETC is similar
to RF but the method of constructing decision trees in
the forest is different. In ETC, for the decision making
some random samples of the K best features are used,
and the optimal solution is found using the Gini index.
This method gives the development of the uncorrelated
tree in the ETC. Gini feature importance plays a vital
role in the feature selection.

3.3.8. Gaussian naive Bayes
GNB is a popular machine learning algorithm used

for classification tasks that are based on the Bayes Theo-
rem. According to this theorem, the probability of a hy-
pothesis (class label) given some evidence (feature val-
ues) is equal to the probability of the evidence given the
hypothesis multiplied by the hypothesis’s prior proba-
bility [38]. The ’naive’ component of the term refers to
the algorithm’s strong assumption, known as class con-
ditional independence, which stipulates that all features
are independent given the class label. This assumption
is rarely true in real-world situations but it still performs
well in practice.

The GNB is used for continuous data, specifically for
normally distributed data, it estimates the probability
density function of each feature for each class, assuming
a Gaussian distribution. It is a fast and simple algorithm
that is easy to implement, and it does not require a lot
of memory. It also works well with high-dimensional
data, making it a good choice for text classification
and sentiment analysis. However, it can perform poorly
when there are a lot of irrelevant features or when the
features are highly correlated.

3.3.9. Stochastic gradient decent
SGD is an optimization algorithm used to minimize

a function, particularly for training models in machine
learning such as linear regression, logistic regression,
and neural networks [39]. It is a variant of the gradient
descent (GD) algorithm and is called stochastic because
it uses a random sample of the data, called a mini-batch,
to estimate the gradient at each iteration. The main of
the SGD algorithm is to update the parameters of the
model in the opposite direction of the gradient of the
loss function with respect to the parameters, with a fixed
step size, called the learning rate.

The advantage of SGD is that it is computationally
efficient and can handle large datasets, as it only uses a

small subset of the data (mini-batch) at each iteration.
Additionally, it can converge to a good solution even
with a noisy or non-convex loss function. However, the
solution found by SGD is sensitive to the choice of the
learning rate, and it can converge to a local minimum
or even oscillate around the optimal solution.

3.4. Deep learning models for breast cancer prediction

An expanding area of research in the field of artifi-
cial intelligence is deep learning. The modeling of data
in deep learning gives promising results. The adoption
of an automated process by medical professionals has
shown to be a highly useful and successful tool for dis-
ease diagnosis. Deep learning is a common method for
processing enormous amounts of data. It eliminates the
need for manual feature extraction, it is being employed
widely in medical data analysis.

3.4.1. Multilayer perceptron neural network
When we are talking about not large-sized train-

ing sets, easy implementation, speed, and quick results
Multi-Layer Perceptron is the best choice [35]. The in-
ternal structure of MLP comprises three layers, input,
output, and hidden layers. The hidden layer is an inter-
mediate layer to connect the input layer with the output
layer during neuron processing. The internal working
of MLP is simply based on the multiplication of input
neurons with weights wij and output yj is the sum.
Mathematically, it is computed as:

yj = f
(∑

wij ∗Oi

)
,

In this equation, the gradient descent algorithm is
assigned weights w and O represents hidden layers.

3.5. RNN

When we are talking about sequential neural net-
works Recurrent Neural Network (RNN) is the best
choice [40]. During processing, the input sequence of
one neuron is fed to other neurons in the same weighted
sequence of words in a sentence. RNN sequences are
designed in a manner that generates the sequence and
predicts the next word coming in the loop.

3.5.1. Convolutional neural network
CNN is an effective neural network model that can

learn complex relations among different data attributes.
A CNN is a deep learning model that can analyze the
input image, rank various features and objects within
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the image, and distinguish between them. CNN is made
of a hidden layer, node layer, input, and output layer.
To obtain better results, this study uses a customized
CNN architecture [41]. The proposed 8-layer architec-
ture includes 2 dense layers, 2 max-pooling layers, and
2 convolution layers. For classification purposes in the
medical field, CNN performance is the best and most
accurate. In the CNN model, the Sigmoid is used as the
error function and it is a backpropagation algorithm.
CNN has been used for the classification of multiple
diseases i.e. brain tumors, lung disease, and cardiac dis-
ease. Nowadays, it is extensively used in the medical
field and deals with large amounts of data. The pool-
ing layer in CNN can be maximum and average pool-
ing, maximum pooling is mostly used for sharp fea-
ture extraction while the average is used for flat feature
extraction.

3.6. Long short term memory

An improved RNN called LSTM is more operative
for long-term sequences [40]. LSTM overcame the van-
ishing gradient issue that RNN faces. It outperforms
RNN and can memorize certain patterns. The input
gate, output gate, and forget gate are the three gates
that make up an LSTM. The word sequence is shown
in Eqs (4) to (6).

it = σ(xtU
i + ht−1W

i + bi) (4)

ot = σ(xtU
o + ht−1W

o + bo) (5)

ft = σ(xtU
f + ht−1W

f + bf ), (6)

where xt is the input sequence, ht−1 is the preceding
hidden state at current step t, it is the input gate, ot is
the output gate and ft is the forget gate.

3.6.1. Architecture of convolutional neural network for
feature extraction

In this study for breast cancer detection, the deep
learning model CNN is used as a feature extraction
technique [41]. CNN is a widely used deep learning
system mostly used for classification tasks. As a deep
learning system can extract features, the convoluted
features are used for breast cancer detection. There are
four layers in the conventional CNN model including
the pooling layer, embedding layer, convolutional layer,
and flattening layer. For breast cancer detection, the first
layer of CNN used is an embedding layer and it has an
embedding size of 20,000 and an output dimension of
300. The second layer is the convolutional layer which
has 5000 filters, a kernel size of 2 × 2, and a rectified

linear unit (ReLU) as an activation function. The third
layer is the max pooling layer; for the significant feature
maps max pooling layer with 2 × 2 sizes is used from
the output of the convolutional layer. In the end, a flatten
layer is used to convert the output into a 1D array for
the learning models.

For example, a tuple set (fsi, tci) is from the breast
cancer dataset, where the fs is the feature set, tc is
the target class column, and I shows the index of the
tuple. For the transformation of the training set into the
required input, the embedding layer is employed as

EL = embedding_layer(Vs, Os, I) (7)

EOs = EL(f s) (8)

where EL denotes the embedding layer and EOs shows
the embedding layers output. This output is the input of
the conventional layer. There are three different param-
eters for the EL: Vs vocabulary size, I input length and
Os is the dimension of the output.

In this study for breast cancer detection, the EL size
is set at 20,000. It means that the EL can take the in-
puts from 0 to 20000. The input length is 32 and the
output dimension Os is set to 300. EL processes all the
input data and gives the output for the CNN for further
processing. EL output dimension is EOs = (None, 32,
300)

1D− Convs = CNN(F, Ks, AF)← EOs (9)

The convolutional layer output is extracted from the
EL output. CNN is implemented with the 500 filters,
i.e., F = 500 and a kernel size of 2 × 2. The ReLU
activation function is used for setting all negative values
to zero and all the other values remain unchanged.

f(x) = max(0, E)s (10)

For the significant feature extraction, the map max
pooling layer is used. For this purpose, a 2 × 2 pool is
used. Fmap shows the features after max-pooling, Ps =
2 is the size of the pooling window and S-2 is the size
of the stride. In the end, the flattened layer is used for
the data transformation. By using the above-mentioned
steps we obtained the 25000 features for the training of
the machine learning models.

Cf = Fmap = b(1− Ps)/Sc+ 1 (11)

To convert the 3D data into 1D, a flattened layer is
used. The main reason behind this conversion is that the
machine learning models work well on the 1D data. For
the training of the models, the above-mentioned step is
implemented for the training. The architecture of the
used CNN along with the predictive model is shown in
Fig. 1.
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Fig. 1. Architecture diagram of the CNN with voting classifier (LR+SGD) model.

Fig. 2. Workflow diagram of the proposed voting classifier (RF+SVM) model.

3.7. Proposed methodology

Ensemble models are becoming more prevalent and
have led to greater accuracy and efficiency for classifi-
cation tasks. By merging multiple classifiers, it is possi-
ble to enhance the performance beyond what individual
models can achieve. In this study, an ensemble learning
approach is employed to enhance breast cancer detec-
tion. The proposed method involves a voting classifier
that unites the RF and SVM through the soft voting
criterion.

The ultimate output is determined by the class that
receives the most votes. The proposed ensemble model,
as outlined in Algorithm 1, operates as follows:

p̂ = argmax
n∑
i

RFi,

n∑
i

SVMi (12)

Algorithm 1: Ensembling RF and SVM.

Input: input data (x, y)Ni=1
MRF = Trained RF
MSVM = Trained SVM

for i = 1 to M do
if MRF 6= 0&MSVM 6= 0&training_set 6= 0 then

PSVM1 = MSVM.probability(class1))
PSVM2 = MSVM.probability(class2))
PRF1 = MRF.probability(class1))
PRF2 = MRF.probability(class2))

Decision function = max
(

1
n

∑
classifier

(Avg(PSVM1 , PRF1 ),Avg(PSVM2 , PRF2

)
end if
return final label p̂

end for

The prediction probabilities for each test sample are
provided by

∑n
i LRi and

∑n
i SGDi. These probabili-
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Fig. 3. Architecture of the proposed voting classifier (RF+SVM) model.

ties, as illustrated in Fig. 2, pass through the soft vot-
ing criterion, which yields the probabilities for each
test case using the RF and SVM. The voting process is
illustrated in Fig. 3.

VC(RF+SVM) = argmax(g(x)) (13)

To evaluate the proposed model VC(RF+SVM), it is
tested on the ‘Breast Cancer Wisconsin Dataset’ in two
stages. In the first stage, breast cancer is detected using
all 32 features of the dataset. In the second stage of
the experiments, the dataset is processed for machine-
learning models using convolutional features. The data
is divided into two parts, with 70% allocated for training
and 30% reserved for testing. This approach, known
as the training-testing split, is a common method in
machine learning used to assess the accuracy of the
model on new and unseen data.

3.8. Experiment set up

The experiments are conducted using a Python 3.8
programming environment. The study’s experimental
environment includes the software libraries (Scikit-
learn and TensorFlow), programming language (Python

3.8), available RAM (8GB), operating system (64-bit
Windows 10), CPU (Intel Core i7, 7th Gen, 2.8 GHz
processor), and GPU (Nvidia GTX 1060 with 8 GB
memory). This information is essential for understand-
ing the technical specifications of the experimental
setup and the computational resources used in the re-
search.

3.9. Evaluation metrics

The performance of the machine learning models
used in this study is measured in terms of accuracy,
precision, recall, and F1 score. All these metrics are
based on the values from the confusion matrix. These
matrices have a minimum value of 0 and a maximum
value of 1.

Accuracy =
TP + TN

TP + TN + FP + FN
(14)

Precision =
TP

TP + FP
(15)

Recall =
TP

TP + FN
(16)

F1 score = 2× Precision× Recall
Precision + Recall

(17)
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Table 3
Hyperparameter details of all classifiers

Classifier Hyperparameter
LR C = 10, class_weight=‘balanced’, l1_ratio = 0.7, max_iter = 3000, penalty = ‘elasticnet’, solver = ‘saga’
SVM C = 300, class_weight = ‘balanced’
RF n_estimators = 300, criterion = ‘entropy’, max_depth = 30,
DT criterion= ‘entropy’, max_depth = 30,
ETC n_estimators = 300, max_depth = 30, criterion = ‘entropy’
SGD Larning_rate=‘optimal’, epsilon = 0.2
GBM n_estimators = 300, learning_rate = 0.2, max_depth = 30,
KNN n_neighbors = 5, leaf_size = 35
GNB var_smoothing = 1e-9, n_classes = default
VC criteria=‘soft’, n_jobs = −1
CNN Stride = (1 × 1), pool size= (@ 2), filter= (@ 256), Dense neuron (60), activation =‘Relu’

Table 4
Accuracy of models with original features

Model Accuracy with original features
RF 91.78
ETC 89.47
LR 88.59
SVM 88.47
GNB 84.89
KNN 81.77
GBM 85.86
DT 86.88
SGD 84.47

4. Results

For breast cancer detection extensive experiments
are carried out. Machine learning models are applied
using the original features, as well as, the convoluted
features. Hyperparameter tuning values of the models
are presented in Table 3. Results are investigated and an
ensemble of the top four individual machine learning
models is also used in the experiments on both feature
sets.

4.1. Results of individual machine learning models on
original features and convoluted features

The present study uses nine machine learning models
with optimized hyperparameters to obtain better results.
To attain high accuracy, these parameters are set em-
pirically. RF, for example, performs the best when it
works with the original features. RF attains an accuracy
score of 91%, followed by the ETC which achieves an
accuracy score of 89%. The k-NN is the least performer
and it achieves an accuracy score of 81%. The accu-
racy score of all the classifiers when used with original
features is displayed in Table 4.

Table 5 shows the classification accuracy of the ma-
chine learning models when used with convoluted fea-
tures. Experimental results depict that the RF and ETC
outperform other models and achieved accuracy scores

Table 5
Classifiers accuracy with convoluted features

Model Accuracy with convoluted features
RF 93.75
ETC 93.74
LR 91.85
SVM 92.34
GNB 89.47
KNN 86.53
GBM 87.84
DT 90.37
SGD 90.69

of 93.75% and 93.74%, respectively. Similarly, the
SVM and LR give a higher accuracy score than the
other classifiers.

4.2. Performance of ensemble models using original
features

At first, the individual models are applied to the orig-
inal features and convoluted features and the results
of the models are shown in Tables 4 and Table 5. Out
of 9 machine learning models four models RF, ETC,
LR, and SVM achieve the best results on both feature
sets. In this part of the experiments, the ensembles of
these machine learning models are tested on the origi-
nal features. Results of the ensemble learning models
show that the proposed ensemble model RF+SVM out-
performs other models in terms of accuracy which is
95%; approximately 2% higher among all the ensem-
ble learning models. It is followed by the SVM+ETC
which achieves an accuracy score of 92%. However,
the RF+SVM achieves 95% precision, 98% recall, and
96% F1 scores for breast cancer detection. The results
of the ensemble learning models on the original feature
set are shown in Table 6.

4.3. Performance of ensemble model on convoluted
features

The ensemble models are also tested using the fea-
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Table 6
Ensemble model results using original features set

Model Accuracy Precision Recall F-score
RF+SVM 95.89 95.91 98.54 96.99
RF+ETC 93.34 93.45 95.11 94.37
RF+LR 89.55 90.65 88.25 89.17
ETC+SVM 94.14 93.78 95.64 94.24
ETC+LR 90.34 91.45 91.67 91.55
SVM+LR 91.73 92.64 96.98 95.74

Table 7
Ensemble model results using convoluted features set

Model Accuracy Precision Recall F-score
RF+SVM 99.99 99.99 99.99 99.99
RF+ETC 97.21 97.65 98.47 97.54
RF+LR 95.62 96.81 97.14 96.67
ETC+SVM 97.77 97.45 97.45 97.45
ETC+LR 94.39 95.27 97.69 96.44
SVM+LR 96.25 97.34 97.74 97.54

Table 8
Results for k-fold cross-validation of the proposed ensemble model

Fold number Accuracy Precision Recall F-score
Fold-1 99.23 99.96 99.94 99.95
Fold-2 99.34 99.96 99.95 99.96
Fold-3 99.45 99.97 99.96 99.96
Fold-4 99.11 99.94 100.0 99.99
Fold-5 99.24 99.99 99.98 99.99

Average 99.27 99.96 99.96 99.97

tures extracted by the customized CNN model and ex-
perimental results are given in Table 7. Results show
that the proposed RF+SVM surpasses other models
with 99% accuracy and 99% each for precision, recall,
and F1 score. ETC+LR has shown the lowest results
with a 94% accuracy. Ensemble learning model results
are better when used with the features from the CNN
model as compared to using the original features.

4.4. Results of k-fold cross-validation

K-fold cross-validation is also performed to ver-
ify the performance of the proposed model. Cross-
validation aims at validating the results from the
proposed model and verifying its robustness. Cross-
validation is performed to analyze if the model performs
well on all the sub-sets of the data. This study makes
use of 5-fold cross-validation and results are given in
Table 8. Cross-validation results reveal that the pro-
posed ensemble model provides an average accuracy
score of 0.996 while the average scores for precision,
recall, and F1 are 0.998, 0.998, and 0.997, respectively.

4.5. Performance comparison with existing studies

In order to show the performance of the proposed

Fig. 4. ROC-AUC of the proposed model.

model over previous state-of-the-art models, results are
compared with existing models. For this purpose, this
research work selects the 9 most related research works.
For instance, [43] used the PCA features with the ma-
chine learning model SVM for breast cancer detection
and achieved an accuracy score of 96.99%. The study
[45] used the autoencoder and achieved the highest ac-
curacy score of 98.40%. Quadratic SVM is used by the
[44] thereby reporting an accuracy score of 98.11%.
For the same task, [47] used the XgBoost and achieved
an accuracy score of 97.11%. In a similar fashion, [49,
50] used the Chi-square features and machine learning
model LR with 98.21% and 98.10% accuracy scores,
respectively. Table 9 shows the performance compari-
son between the proposed and existing studies. Results
exhibit a better performance of the proposed model.

5. Discussion

The results presented in the study are focused on
evaluating the performance of various machine learn-
ing models on both original and convoluted features,
as well as the effectiveness of ensemble models. The
dataset appears to be related to breast cancer detection,
and the goal is to achieve high accuracy and other rel-
evant metrics such as precision, recall, and F1 score.
Figure 4 presents the AUC-ROC (Area Under the Re-
ceiver Operating Characteristic Curve) curve of the pro-
posed approach. The AUC-ROC curve is both a visual
representation and an important performance measure
for models designed for binary classification tasks. This
curve provides insights into a model’s capacity to distin-
guish between two classes. The curve’s shape, proxim-
ity to the top-left corner, and the AUC value indicate the
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Table 9
Performance comparison with state-of-the-art studies

Ref. Technique Accuracy
[42] K-means clustering 92.01%
[43] PCA features with SVM 96.99%
[44] Quadratic SVM 98.11%
[45] Auto-encoder 98.40%
[46] GF-TSK 94.11%
[47] XgBoost 97.11%
[48] Five most significant features with LightGBM 95.03%
[49] Chi-square features 98.21%
[50] LR with all features 98.10%

Proposed Deep convoluted features with voting classifier (RF+SVM) 99.99%

Table 10
Accuracy of deep learning models with original and
convoluted features

Model Accuracy
Original features Convoluted features

MLP 87.69 84.41
CNN 90.22 90.70

LSTM 85.95 88.34

model’s discriminatory ability and overall performance.
It’s a valuable tool for comparing models, selecting
classification thresholds, and assessing model robust-
ness. Figure 4 shows the higher AUC values, which are
associated with better classification performance. The
ROC-AUC curve shown in Fig. 4 indicates the superior
performance of the proposed ensemble model for breast
cancer detection.

However, the use of original features achieved
slightly lower accuracy compared to convoluted fea-
tures, which could be indicative of the potential of
feature engineering or extraction methods to improve
model performance. Ensemble models were also tested
using features extracted from a customized Convo-
lutional Neural Network (CNN) model. The results
showed that RF+SVM outperformed all other models
with an impressive accuracy of 99.99%. This highlights
the significance of convolutional features for breast can-
cer detection, potentially indicating the importance of
image analysis in this context. These findings could be
valuable in the context of medical image analysis and
disease detection, emphasizing the importance of fea-
ture engineering, model selection, and ensemble meth-
ods in improving the performance of machine learning
systems.

To prove the effectiveness of the proposed approach
experiments are performed on three deep learning mod-
els (MLP, RNN, and LSTM) and two other datasets.
RNN and LSTM are versatile neural network archi-
tectures that have found applications beyond language
processing. In this study, their inclusion might be mo-
tivated by their ability to model sequential dependen-

cies and capture temporal patterns in data. While MLP,
CNN, and LSTM have been effectively employed in a
wide range of applications, including medical diagnosis
[51], medical image analysis [52], and breast cancer
diagnosis [53,54].

5.1. Performance of deep learning models using
original features

Deep learning models are applied to the original fea-
tures and convoluted features and the results of the mod-
els are shown in Table 10. Out of 3 deep learning mod-
els CNN achieved the best results on both feature sets.
In this part of the experiments, the significance of the
proposed model is validated with state-of-the-art deep
learning models. Still, the proposed ensemble model
beats the deep learning models in terms of accuracy.
The accuracy of MLP is reduced using CNN features
while LSTM accuracy is improved because it gets more
significant features to generate sequences. The accuracy
of CNN remains almost the same because it receives
the same convoluted features and an extra layer to make
predictions.

5.2. Significance of proposed model

In order to validate the performance of the pro-
posed model, we tested it on two further indepen-
dent datasets. The first dataset [55] is ‘Breast Can-
cer Survival’, which contains 330 patient records with
the feature Patient_ID, Age, Gender, and expression
levels of four proteins (Protein1, Protein2, Protein3,
Protein4). The dataset also includes the Breast cancer
stage of the patient (Tumor_Stage), Histology (type
of cancer), ER, PR, and HER2 status, Surgery_type,
Date of Surgery, Date of Last Visit, and Patient Sta-
tus (Alive/Dead). The second dataset [56] contains 10
Quantitative features to show the presence or absence of
breast cancer in a patient. The features are Age (years),
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BMI (kg/m2), Glucose (mg/dL), Insulin (µU/mL),
HOMA, Leptin (ng/mL), Adiponectin (µg/mL), Re-
sistin (ng/mL), MCP-1(pg/dL), and Labels (absence or
presence). The proposed model obtained 97.34% ac-
curacy on the first dataset and 96.67% accuracy on the
second dataset which greatly shows the stability of the
proposed model on all kinds of datasets.

6. Conclusions

The goal of this study is to provide a framework that
accurately classifies benign and malignant breast cancer
patients and lowers the risk associated with this leading
cause of death in women. For this purpose, an ensem-
ble model is proposed owing to the reported superior
performance of ensemble models in the existing liter-
ature. However, instead of manual feature extraction,
the features from a customized CNN model are used
for training. The proposed model classifies cancerous
patients from normal ones with an accuracy of 99.99%.
In addition, models tend to yield superior results when
used with CNN-based features. K-fold cross-validation
and performance comparison with existing state-of-the-
art models also prove the effectiveness and robustness
of the proposed model. In the future, we intend to apply
this model on multi-domain datasets like breast can-
cerous images and microscopic feature numeric values
obtained from those images.
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