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\textbf{Abstract.} This paper aims to solve automated feature selection problem in brain computer interface (BCI). In order to automate feature selection process, we proposed a novel EEG feature selection method based on decision tree (DT). During the electroencephalogram (EEG) signal processing, a feature extraction method based on principle component analysis (PCA) was used, and the selection process based on decision tree was performed by searching the feature space and automatically selecting optimal features. Considering that EEG signals are a series of non-linear signals, a generalized linear classifier named support vector machine (SVM) was chosen. In order to test the validity of the proposed method, we applied the EEG feature selection method based on decision tree to BCI Competition II datasets Ia, and the experiment showed encouraging results.
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1. Introduction

Electroencephalograph (EEG) is a neuro-electricity activity collected by the conductive medium that contains a large number of information representing physiological and psychological state of human. A brain-computer interface (BCI) is a direct communication pathway between the brain and an external device [1]. The study of EEG signals processing and analysis is crucial to gain understanding in scientific endeavours. It is of great significance in many fields, such as, functional rehabilitation, brain and cognitive science, and entertainment. Nowadays, the study of EEG signals is applied to many signals processing and analyzing methods [2], and some of them have had a good response to the performance [3]. However, automated EEG analysis is still a challenging problem due to the poor
Automated feature selection is an important part of automated EEG analysis. In this paper, we will propose a solution for the automated feature selection.

In order to improve the performance of the BCI system, feature selection aims at removing redundant or irrelevant features. Mahnaz Arvaneh et al. proposes the EEG channel selection using decision tree to select appropriate subset of the channels [5] and decision tree is used in feature selection for the first time. The experiment showed that the EEG channel selection using decision tree removes irrelevant or correlated electrodes and reduces the average number of electrodes. However, the method does not remove redundant information of each channel, and the classification accuracy remains low for some subjects. In feature selection, we made some efforts previously. Optimal electrodes recombination method is proposed in the experimental paper [6]. First, we reduced the data dimensionality of a single electrode using Principal Component Analysis (PCA). Then, we calculated the classification accuracy of each single electrode, respectively, with the data obtained from the first step in the experiment. Furthermore, we selected electrodes, which have relatively high classification accuracy as optimal electrodes. Finally, we recombined optimal single electrodes to obtain different electrode combinations and calculate the classification accuracy of different electrode combinations. Optimal electrodes recombination method obtained high classification accuracy, but it was not automated during feature selection.

In this study, we proposed a novel EEG feature selection method based on decision tree. Compared with the EEG channel selection using decision tree, the proposed method improved classification accuracy. And compared with optimal electrodes recombination method, the proposed method automatically selected optimal features of each channel. We applied the method to BCI Competition II datasets Ia, and the experiment showed encouraging results.

This paper is organized as follows: Section 2 illustrates the proposed method. In section 3, the experiment is presented. Finally, section 4 gives conclusions.

2. Methodology

The method involved four processes: (1) input multi-electrode EEG data, (2) extract feature by using PCA, (3) select optimal features by using Decision tree (DT) and (4) calculate the classification accuracy by using Support vector machine (SVM). The framework of the proposed EEG feature selection method is shown in Figure 1.
2.1. Extracting feature

EEG signals have redundant information in high dimensional space. Therefore, a method to reduce the dimensionality should be chosen to remove redundant information. Principal component analysis (PCA) is a well-established method for feature extraction and dimensionality reduction [7]. Moreover, it is the linear projection from an original m-dimensional space to a q-dimensional space (m>q), relying on the maximization of the total scatter matrix of projected samples [8]. Therefore, PCA is used to reduce EEG data’s dimensionality and obtain EEG features for feature selection. The primary idea is described as follows:

For training data including N samples, the mean vector is defined as\[ \mathbf{\mu} = \frac{1}{N} \sum_{i=1}^{N} \mathbf{z}_i. \]The difference between each sample vector and sample mean vector is given by\[ \mathbf{\Delta z}_i = \mathbf{z}_i - \mathbf{\mu}. \]The covariance matrix is computed using\[ \mathbf{C} = \frac{1}{m} \sum_{j=1}^{m} \mathbf{\Delta z}_i \mathbf{\Delta z}_i^T, \]where m is the dimensionality of the sample vector. Then eigenvalue \( \lambda \) and unit eigenvector \( \mathbf{\xi} \) are calculated according to \[ |\mathbf{\lambda} - \mathbf{C}| \mathbf{\xi} = 0, \]where \( \mathbf{\lambda} = \{ \lambda_j \} (j=1,2,\ldots, m) \) and \( \lambda_1 > \lambda_2 > \cdots > \lambda_m \). \( \mathbf{\xi} = \{ \xi_j \} \) and I is a unit matrix. Suppose that EEG data’s dimensionality is reduced from m to q. The transformation matrix M is given by\[ \mathbf{M} = (\xi_1, \xi_2, \ldots, \xi_q)^T. \]Finally, a new projected vector \( \mathbf{X} \) is obtained according to\[ \mathbf{X} = \mathbf{MZ}, \]where \( Z = \{ \mathbf{z}_i \} (i=1,2,\ldots, N) \) and the dimensionality of \( \mathbf{X} \) is q. \( \mathbf{X} \) will be regarded as training dataset for selecting optimal feature.

2.2. Selecting optimal feature

Decision tree has been widely used in the classification because of its fast speed and high precision. However, the main factor that influences the performance of decision tree classification is the selection problem [9]. For EEG signals, attribute selection problem is spatial feature selection problem. There are two phases in EEG feature selection method based on decision tree:

1. Constructing the tree to reduce features
2. Pruning the tree to avoid over-fitting

2.2.1. Constructing the tree

C4.5 [10], one of the widely used DT algorithms, is used. C4.5 is a modified algorithm of ID3 and adopts a divide and conquer strategy to construct a decision tree.

For the EEG data that are extracted features, training dataset \( \mathbf{X} \) includes N samples, namely \( \mathbf{X} = \{ \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N \}. \) Each sample \( \mathbf{x}_i \) includes q features, namely \( \mathbf{x}_i = \{ v_{1i}, v_{2i}, \ldots, v_{qi} \}, i = 1,2,\ldots, N. \) The q features are regarded as q attributes. Therefore, the attribute set A is defined as \( \mathbf{A} = \{ A_1, A_2, \ldots, A_q \}. \) Each attribute \( A_k \) includes N values, namely \( A_k = \{ v_{1k}, v_{2k}, \ldots, v_{Nk} \}, k = 1,2,\ldots, q. \) The process of constructing tree begins with the root (first internal node) with whole training dataset \( \mathbf{X}. \) Internal nodes store different test attributes. Leaves store the labels of the class. From the attribute set \( \mathbf{A}, \) the attribute that best divides the samples into their classes is chosen as the split attribute in the internal node. Suppose that the attribute \( A_t \) is the split attribute in internal node t, because the split attribute \( A_t \) includes w different values, the internal node t will then split the decision tree into w branches. In other words, the split attribute \( A_t \) divides training dataset \( \mathbf{X} \) into w subsets, namely \( \{ \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_w \}. \)

For given dataset \( \mathbf{X} \), the entropy is computed using:

\[
Entropy(X) = -\sum_{j=1}^{c} p_j \log_2(p_j)
\]  

(1)
where \( p_j \) and \( c \) are the probabilities that samples in dataset \( S \) belong to class \( j \) and the total number of classes, respectively.

For given attribute \( A_k \), the information gain of dataset \( X \) is computed using:

\[
Gain(X, A_k) = Entropy(X) - \sum_{v \in \text{Values}(A_k)} \frac{|X_v|}{|X|} \cdot Entropy(X_v)
\]  

(2)

where \( \text{Values}(A_k) \) are a set of different values of \( A_k \), \( X_v \) is \( X \)'s subset, and \( X_v \)'s samples' value in attribute \( A_k \) is \( v \).

For given attribute \( A_k \), the split information of dataset \( X \) is computed using:

\[
SplitI(X, A_k) = - \sum_{j=1}^{c} \frac{|X_j|}{|X|} \cdot \log \left( \frac{|X_j|}{|X|} \right)
\]  

(3)

where \( X_j \) is \( X \)'s subset whose samples belong to class \( j \).

For given attribute \( A_k \), the information gain ratio of dataset \( X \) is computed using:

\[
GainRatio(X, A_k) = \frac{Gain(X, A_k)}{SplitI(X, A_k)}
\]  

(4)

In remaining attributes that are not used as test attributes, we choose an attribute as a new test attribute. The new test attribute has the maximum information gain ratio value and its information gain value is not less than the average information gain value of the whole attributes.

The tree constructing continues until all the remaining samples belong to the same class, or there is no remaining attribute left.

2.2.2. Pruning the tree

C4.5 adopts post-pruning method to avoid the over fitting problem. Pruning arbitrary node \( L \) includes the following steps. First, the subtree whose root is node \( L \) is deleted. Then, node \( L \) is changed to a leaf. Finally, the class of leaf \( L \) is decided by training samples associated with \( L \), following the principle of the minority subordinating to the majority. Node \( L \) is then deleted, if and only if, the performance of pruned tree is not worse off than the performance of the tree without pruning.

After the above steps, a simplified tree is built. Whole internal nodes' split attributes in simplified tree are regarded as optimal attributes, namely optimal features. Then optimal features are combined for classification.

2.3. Calculating the classification accuracy

EEG signals are a series of non-linear signals. The classification of EEG signals has drawn attention in recent years [11]. Support Vector Machine (SVM) is fit for processing non-linear data and has contributed great generalization performance [12]. In SVM, non-linear input vectors are mapped to a very high-dimension feature space and are divided into different classes by the hyperplane [13]. The SVM algorithm has already been proved effective for different kinds of pattern recognition tasks in various
researches [14]. Therefore, SVM is used for classification. The main idea of SVM is described as follows:

Suppose that training dataset with labels is \((x_i, y_i) (i = 1, 2, \ldots, N)\), where \(x_i \in \mathbb{R}^N\) and \(y_i \in \{-1, 1\}\). If the classification hyperplane is \(wx_i + b = 0\), \(wx_i + b\) satisfy:

\[
y_i(wx_i + b) - 1 + \beta_i \geq 0
\]

(5)

where \(\beta_i\) is a slack variable (\(\beta_i \geq 0\)), \(w\) is the weight vector. \(\beta_i = 0\) denotes that samples are linearly separable. \(\beta_i > 0\) denotes that samples are not linearly separable. Samples which satisfy \(y_i(wx_i + b) - 1 + \beta_i = 0\) are support vectors. The optimal hyperplane is the hyperplane that satisfies Eq. (5) and minimizes \(\|w\|^2\). If samples are linearly separable, the optimal classification discriminant function is \(f(x) = \text{sgn}\left[\sum_{i=1}^{N_s} \alpha_i y_i (x_i \cdot x) + b\right]\), where \((x_i \cdot x)\) denotes the inner product of support vector \(x_i\) and input vector \(x\), \(N_s\) is the number of support vectors, \(\alpha_i\) is the corresponding coefficient of support vector \(x_i\). If samples are not linearly separable, the optimal classification discriminant function is \(f(x) = \text{sgn}\left[\sum_{i=1}^{N_s} \alpha_i y_i K(x_i, x) + b\right]\), where \(K(x_i, x)\) is the kernel function. Specially, sigmoid function is \(K(x_i, x) = \tanh[v(x_i \cdot x) + c]\).

3. Experiments

3.1. Data description

The EEG data from publicly available BCI Competition II datasets Ia [15] was used in this study. The datasets were acquired from a healthy subject. The task of the subject was to move a cursor up and down on a computer screen by imagination. Simultaneously, the subject’s cortical potentials were acquired. When the cortical potentials of the subject were recording, the subject received visual feedback of their slow cortical potentials. Central parietal region electrode (Cz -Mastoids) was regarded as the reference electrode, and also recorded their slow cortical potentials. If the subject’s slow cortical potentials were positive, the cursor on the screen was moved up. If the subject’s slow cortical potentials were negative, the cursor was moved down. There were six electrodes used to collect the subject’s EEG signals. They are, respectively, A1-Cz (A1=left mastoid), A2-Cz, two cm frontal of C3 (F3), two cm parietal of C3 (P3), two cm frontal of C4 (F4), and two cm parietal of C4 (P4). The sampling rate was 256 Hz. The experiment included 268 trials and each trial lasted six seconds without inter-trial intervals. In addition, there were 561 samples for EEG signal analysis. From 0.5 second to 6 seconds, there were a highlighted goal appeared at the top or the bottom of the screen to indicate negativity or positivity. From 2 second to 5.5 seconds, EEG signals were recorded for training and testing.

3.2. Experimental results

In order to test the validity of the proposed method, we compare our method with optimal electrodes recombination method on feature’s number and classification accuracy. In feature exaction, EEG data’s dimensionality was reduced from 896 to 3 for each electrode by using PCA. In the classification, its accuracy was obtained by using the averaged 10×10-fold cross-validation. The specific number of features for 10 times experiments is shown in Table 1. As can be seen in Table 1, the proposed method
reduced the number of features from 18 to 13.5. The kernel function in SVM is the sigmoid function. The experimental results for 10×10-fold cross-validation are shown in Table 2. For each experiment, 505 samples were used for training and 56 samples for test. Except the sixth-time experiment, the left nine times experiments’ classification accuracies are approximately 90%. From the last row of Table 2, the average classification accuracy obtained by using the proposed method was about 0.9% higher than optimal electrodes recombination method.

4. Conclusions

In this paper, the EEG feature selection method based on decision tree was proposed. The proposed method was made up of four steps. Firstly, multi-electrode EEG signals are input. Then, features are extracted by using PCA to reduce data’s dimensionality. Subsequently, optimal features were selected by DT, and optimal features were recombined for classification. Finally, the classification accuracy was calculated.

The main innovation was making use of the advantage that DT automatically selects optimal features. Different from EEG channel selection using decision tree, the proposed method not only selects appropriate channels, but also selects appropriate features of time domain in each channel. Moreover, the EEG feature selection method based on decision tree was applied to BCI Competition II datasets Ia. Experimental results showed that the average classification accuracy obtained by using our method is about 0.9% higher than using optimal electrodes recombination method.

<table>
<thead>
<tr>
<th>Time</th>
<th>Decision Tree The Number of Features</th>
<th>Optimal Electrodes Recombination The Number of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>Average</td>
<td>13.5</td>
<td>18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time</th>
<th>Decision Tree Classification Accuracy (%)</th>
<th>Optimal Electrodes Recombination Classification Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91.0714</td>
<td>87.5000</td>
</tr>
<tr>
<td>2</td>
<td>89.2857</td>
<td>85.7143</td>
</tr>
<tr>
<td>3</td>
<td>89.2857</td>
<td>85.7143</td>
</tr>
<tr>
<td>4</td>
<td>92.8571</td>
<td>89.2857</td>
</tr>
<tr>
<td>5</td>
<td>91.0714</td>
<td>85.7143</td>
</tr>
<tr>
<td>6</td>
<td>76.7857</td>
<td>80.3571</td>
</tr>
<tr>
<td>7</td>
<td>89.4737</td>
<td>91.2281</td>
</tr>
<tr>
<td>8</td>
<td>91.0714</td>
<td>96.4286</td>
</tr>
<tr>
<td>9</td>
<td>89.2857</td>
<td>91.4286</td>
</tr>
<tr>
<td>10</td>
<td>91.0714</td>
<td>89.2857</td>
</tr>
<tr>
<td>Average</td>
<td>89.1259</td>
<td>88.2300</td>
</tr>
</tbody>
</table>
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