New KF-PP-SVM classification method for EEG in brain-computer interfaces
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Abstract. Classification methods are a crucial direction in the current study of brain-computer interfaces (BCIs). To improve the classification accuracy for electroencephalogram (EEG) signals, a novel KF-PP-SVM (kernel fisher, posterior probability, and support vector machine) classification method is developed. Its detailed process entails the use of common spatial patterns to obtain features, based on which the within-class scatter is calculated. Then the scatter is added into the kernel function of a radial basis function to construct a new kernel function. This new kernel is integrated into the SVM to obtain a new classification model. Finally, the output of SVM is calculated based on posterior probability and the final recognition result is obtained. To evaluate the effectiveness of the proposed KF-PP-SVM method, EEG data collected from laboratory are processed with four different classification schemes (KF-PP-SVM, KF-SVM, PP-SVM, and SVM). The results showed that the overall average improvements arising from the use of the KF-PP-SVM scheme as opposed to KF-SVM, PP-SVM and SVM schemes are 2.49%, 5.83 % and 6.49 % respectively.
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1. Introduction

Brain–computer interfaces (BCIs), developed in the early 1960s, are used to create a direct channel of communication between one subject’s brain and one computer, without a traditional muscle-dependent pathway [1]. An electroencephalogram (EEG), an electrical signal collected from the scalp, is now widely used in the field of BCIs mainly due to its excellent temporal resolution, ease of use, portability and low set-up cost. The EEG signals are analysed and processed through several mathematical techniques to extract useful information represented in the form of feature vectors. The feature vectors are then recognised and translated into meaningful control commands. Research on EEG feature extraction and pattern classification, has become a pressing topic [2–4].

Motor imagery, a kind of spontaneous EEG, is now widely applied in BCIs, because it is more natural than using an evoked EEG. Currently there is plenty of literature about motor imagery EEG recognition in BCIs, from its feature extraction to its classification. Some typical feature extraction methods include common spatial pattern (CSP) [5,6], autoregressive parameters and wavelet packet decomposition. Among these methods, CSP has been proven to be an effective feature extraction method by
many researchers and is widely used in BCIs [7]. The classifier is concerned with the final output and determines the final recognition effect. This paper mainly focuses on the classification of motor imagery EEG in BCIs. The most commonly used algorithms for classification are linear discriminant analysis [8], artificial neural networks (ANN) [9], support vector machines (SVM). SVM is a proven powerful classification method and performs better than other classifiers for EEG classification [10].

Although SVM has been widely used in BCI systems, there are some drawbacks, for example, some deviations will occur in the presence of intense noise or when the distribution of data is uneven. The main reason for such deviations is that traditional SVM does not take into consideration the global properties of the class distribution. As an effective global algorithm, the kernel fisher (KF) captures the essential characteristics of the data distributions (mean and covariance) from the kernel training data, and then estimates the decision boundary using these global data characteristics. Thus KF can overcome these defects in SVM [11]. At the same time, the posterior probability (PP) is important in the design of a classifier, as it can ensure a more stable classifier [12,13]. The present work proposes the KF-PP-SVM (kernel fisher, posterior probability, support vector machine) algorithm, which is based on the idea of combining SVM with a fisher from Riadh [11], and combines PP at the same time.

1.1. PP-SVM

Developed from the theory of structural risk minimisation, SVM is one of the best classifiers since it finds the hyperplane maximising the separating margin between classes [14–16]. The least square SVM (LS-SVM) is an expansion of the SVM and is superior in its simplicity and reduced demand for computing resources. For simplification, the term SVM refers to LS-SVM in the present work. The essence of SVM is the following optimization

$$\min \left( \frac{1}{2}w^T I w + \gamma \frac{1}{2} \sum_{i=1}^{n+m} e_i^2 \right)$$

subject to

$$y_i [(w \cdot \phi(x) + b)] = 1 - e_i, \quad e_i \geq 0, i = 1, 2, ..., n + m$$

where $I$ is the identity matrix, the regularisation term $\gamma \geq 0$, $n + m$ is the number of training samples, \{e_i\}_{i=1}^{n+m} is the error vector, $y_i \in \{-1, 1\}$ is the associated label of the training sample, $\phi(x)$ is a mapping function from data space $R^d$ to feature space $R^{d'}$, the vector $w \in R^{d'}$ and scalar $b \in R$ are the weighting vector and bias of SVM respectively. According to Eq. (1), this optimization problem can be solved by the following Lagrange multipliers

$$\begin{bmatrix} 0 & -Y^T \\ Y & zz^T + \gamma^{-1} I \end{bmatrix} [b] = \begin{bmatrix} 0 \\ I \end{bmatrix}$$

$$z = [\phi(x_1)^T, ..., \phi(x_{n+m})]^T, Y = [y_1, ..., y_{n+m}]$$

$$I = [1, ..., 1], \alpha = [\alpha_1, ..., \alpha_{n+m}]$$
where \((zz^T)_i = y_i y_j k(x_i, x_j)\), \(\alpha\) is the dual variable vector, and this function 
k(x_i, x_j) = \phi(x_i) \cdot \phi(x_j)
 is called a kernel function. From Eq. (2), \(\alpha\) and \(b\) can be obtained (\(\alpha\) is non-zero). It should be noted that samples that make \(\alpha\) non-zero are called support vectors, which are used to establish final decision function. Then the decision function can be shown as follows:

\[
f(x) = \sum_{i=1}^{n+\pi} \alpha_i y_i k(x_i, x) + b
\]  

(3)

According to Eq. (3), the classification surface of classical SVM only depends on those two classes’ boundary samples and misclassified samples. The general output model of the SVM classifier is expressed as follows:

\[
z(x) = \begin{cases} 
1 & f(x) > 0 \\
2 & f(x) < 0 
\end{cases}
\]  

(4)

where \(z(x)\) gives a value of 1 or 2 after classification to illustrate the final decision, without giving the probability value of a sample belonging to either class. The idea of PP-SVM was that the output \(f(x)\) of the SVM could be described by a best-fit sigmoid function, rather than directly judged by whether \(f(x)\) is greater than zero or not. Clearly, if the classification decisions were based on complete information about the PP distribution function, the expected risk could be minimised and meanwhile the stability would remain better than that obtained with SVM. Platt reassumed the PP model as a sigmoid function with parameters

\[
p(y = 1 \mid f(x)) = \frac{1}{1 + \exp(Af(x) + B)}
\]  

(5)

where \(p(y = 1 \mid f(x))\) represents the probability of the given sample \(x\) belonging to Class 1. The parameters \(A\) and \(B\) can be obtained by maximum likelihood estimation [17]. Then obtained parameters \(A\) and \(B\) are substituted into Eq. (5) to get the PP value of a sample belonging to one class. The final decision function is

\[
i = \arg \max_j p(i \mid x) \quad i \in \{1, 2\}
\]  

(6)

where \(i\) represents the class label, \(x\) represents a sample. PP-SVM has thus been formed.

1.2. KF

KF discriminant analysis (KFDA) uses a kernel trick to map input data into an implicit feature space. In such a way, the non-linear relationship inherent in the input data can be converted into a linear form [18]. Fisher’s linear discriminant is found by maximizing \(J(w)\):
where \( N \) refers to the within-class scatter matrix, \( k_j \) is the matrix of \((n+m)*n\) or \((n+m)*m\), \( k_j = k(x_{a \rightarrow b}, x') \) is the kernel function matrix of class \( j \), \( m \) is the number of samples of the first class, \( n \) is the number of samples of the second class, \( 1_{lj} \) is the matrix in which all elements are \( n-1 \) or \( m-1 \), \( w \) is the transform vector, and \( M \) is the distance between classes. The KFDA has achieved outstanding effects on practical data. Besides, this method is insensitive to noise because it makes full use of all sample information.

2. KF-PP-SVM classification algorithm

2.1. Basic scheme of KF-PP-SVM

Considering that SVM ignores within-class scatter, and at the same time to improve the stability of a classifier, the present work proposed a novel classification method named KF-PP-SVM which combined a kernel fisher, SVM, and posterior probability. The basic scheme is shown in Figure 1. A feature vector can be obtained by using CSP feature extraction method. The within-class scatter is calculated according to the description in Section 1.2. Then within-class scatter is added into SVM to reconstruct a new kernel function. The output of SVM whose kernel has been changed is further decided by PP. The detailed principle and realization procedure can be seen in Sections 2.2 and 2.3.
2.2. Principle of KF-PP-SVM

With the KF, the SVM optimisation problem can be described as follows:

\[
\min \left( \frac{1}{2} w^T (CN + I) w + \gamma \frac{1}{2} \sum_{i=1}^{n+m} e_i^2 \right)
\]

\[
\text{s.t. } y_i [(w \cdot \phi(x)) + b] = 1 - e_i, \quad e_i \geq 0, i = 1, 2, 3..., n + m
\]

In a manner similar to the PP-SVM, according to Eq. (7), this optimization problem can be solved by using Eq. (2), but with \((zz^T)_ij = y_i y_j k^* (x_i, x_j)\), this kernel function has already been changed after adding within-class scatter to the kernel function. Now, \(k^* (x_i, x_j) = \phi(x_i) * \Sigma^{-1} * \phi(x_j)^T\), where \(\Sigma = CN + I\), \(C\) is parameter of within-class scatter \(N\) and it is a scalar. To obtain \(k^* (x_i, x_j)\), according to the Mercer condition, the following deduction can be obtained: suppose input space \(x = x_1, x_2, ..., x_n\) and \(k(x, y)\) is a symmetric function, for all samples, this matrix can be given by: \(k = (k(x_i, x_j)) (i, j = 0, 1, ..., n)\), obviously this was a symmetric matrix. So there must be an orthogonal matrix to make \(P^T k P = \Lambda\), where \(\Lambda\) is a diagonal matrix made up of eigenvalue \(\lambda_i\), and the eigenvector of \(\lambda_i\) is \(v_i = (v_{i1}, v_{i2}, ..., v_{in})^T\), where \(n\) is the sample size. The input space is mapped as follows:

\[
\phi : x_i \rightarrow (\sqrt{\lambda_1} v_{i1}; \sqrt{\lambda_2} v_{i2}; ..., \sqrt{\lambda_n} v_{in}) \in \mathbb{R}^n (i = 1, 2, ..., n)
\]

where \(\phi_i(x_j) = \sqrt{\lambda_i} v_{ij}\). Then

\[
\phi(x_i) = (\phi_1(x_i), \phi_2(x_i), ..., \phi_n(x_i))
\]

\[
< \phi(x_i), \phi(x_j) > = \sum_{i=1}^{n} \lambda_i v_{ii} v_{ij} = k(x_i, x_j)
\]

\[
k^* (x_i, x_j) = \phi(x_i) * \Sigma^{-1} * \phi(x_j)^T
\]

So \(k^*\) was obtained and new values of \(\alpha\) and \(b\) were obtained from Eq. (2). According to this new function and its values of \(\alpha\) and \(b\), \(f(x)\) can be calculated as follows:

\[
f(x) = \sum_{i=1}^{n+m} \alpha_i y_i k^* (x_i, x) + b
\]
At this time, the classification result may be obtained when a new sample \( x \) was continuously entered. The final decision was obtained by the posterior probability (Eq. (5)) \( p \) of the new sample belonging to Class 1. At the same time, the posterior probability \( 1 - p \) of the new sample belonging to Class 2 can be obtained. The final class label was determined by Eq. (6). Compared with Eq. (3) for the SVM, the decision function in Eq. (12) for the KF-PP-SVM was changed.

2.3. KF-PP-SVM realization procedure

To better explain the construct of the KF-PP-SVM, the procedures are summarised:

**Step 1:** Let \( Z = (x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n) \) be a set of training samples, where \( x_i \) represents the feature vectors, and \( y_i \in \{-1, 1\} \) represents classification labels.

**Step 2:** Calculate the within-class scatter \( N \) by \( N = \sum_{j=1,2} k_j (I - I_j) k_j^T \), where \( I \) is a unit vector, and \( k_j \) is a kernel function matrix of the class \( j \).

**Step 3:** The within-class scatter was added into the kernel function \( k(x_i, x_j) = \phi(x_i) \cdot \phi(x_j) \) by \( k^*(x_i, x_j) = \phi(x_i)^* \Sigma^{-1} * \phi(x_j)^T \), where \( \Sigma = cN + I \).

**Step 4:** The old kernel function of SVM was replaced by the new kernel function and a new SVM model was thus constructed.

**Step 5:** The final classification labels were calculated by \( y_i = \arg \max_{\tilde{y}_i} p(y_i | x) \), \( y_i \in \{-1, 1\} \).

3. Experimental results

To evaluate the effectiveness of the proposed KF-PP-SVM method, the data recorded from authors’ laboratory experiments were processed. At the same time, different classification methods including the SVM and the PP-SVM were used to verify the KF-PP-SVM.
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3.1. Preparation

Dataset was from the authors’ laboratory experiments. The authors recorded EEG signals using a
16-channel electrode cap. The EEG amplifier was a high-precision biological amplifier developed by
Tsinghua University. The EEG signals were transformed by a 24-bit A/D converter and then collected
through EEG signal acquisition software. The sampling frequency was 100 Hz. In this experiment,
each of seven healthy subjects was asked to complete 60 trials in one session. Each trial included a 4 s
left or right hand imagination task. There were two sessions for each subject. And two data sets (120
trials) for each subject were obtained.

The CSP method is used to extract features based on a decomposition of the raw EEG signals into
spatial patterns, which are extracted from two classes of a single trial EEG. These patterns maximise
the difference between classes. Figure 2 shows spatial patterns of motor imagery EEG extracted by the
CSP method under four dimensional features. It can be seen from Figure 2 that weights in motor cor-
tex areas were larger than those elsewhere. At the same time, the distribution of weights of right hand
movement and left hand movement revealed differences especially in the motor cortex region. It
should be noted that the typical number of projections (2, 4, 6, 8, ..., 20 ) of CSP were investigated to
build the feature vector, demonstrating that the optimal number is 4. Therefore, a 4-dimensional fea-
ture vector is taken in this paper. Considering that KF-PP-SVM was a relatively new algorithm, for the
sake of comparison, three classifiers including SVM, PP-SVM and KF-SVM were used in the experi-
ments.

3.2. Results, analysis and discussion

The time duration from 2.1 s to 3.1 s for each trial was selected as the processing period from the to-
tal 4 s imagination-based task trial. In this way, the length of every trial was 1 s and 120 × 4 (120 trials,
four dimensional features) were input to the classifier. During the experiment, different training data
and testing data were tested by the SVM, PP-SVM, KF-SVM and KF-PP-SVM. It should be noted that
KF-SVM is a simplification of KF-PP-SVM. The difference between KF-SVM and KF-PP-SVM is
that the former does not need to calculate PP. Table 1 lists the average accuracies of seven subjects for
four different classification methods. It should be noted that the well-known Radial Basis Function
(RBF) kernel is used in the four methods and all results in Table 1 are also obtained with this kernel
function. The punish parameter C in SVM is selected based on experience during training procedure.
These 120 trials for each subject are divided into four equal groups (B1, B2, B3, and B4) according to
time sequence of obtaining trials. That is also to say that the first 30 trials of 120 trials is grouped as
B1, the second 30 trials as B2, the third 30 trials as B3 and the last 30 trials as B4. All trials in the
same group are continuous in time. The groups before the “-” symbol represented training samples:
those after represented test samples. Test data were classified with SVM, KF-SVM, PP-SVM and KF-
PP-SVM respectively. The overall average improvement using the KF-PP-SVM as compared to KF-
SVM, PP-SVM and SVM was 2.49 % (74.17 % - 71.68%), 5.83 % (74.17 % - 68.34 %) and 6.49 %
(74.17 % - 67.68 %) respectively. This was because the KF-PP-SVM contained within-class scatter
that may overcome some noise leading to shifting within-class. The KF-PP-SVM had better data
processing ability in the face of intense noise, which was appropriate for practical BCIs. To further
verify that KF-PP-SVM had a better classification performance than KF-SVM, PP-SVM and the SVM,
five-fold cross-validation was performed for these four classification methods. The last line in Table 1
shows that the KF-PP-SVM has a higher accuracy than KF-SVM, PP-SVM and SVM, which is con-
sistent with average results. In addition, power spectral density (PSD) was taken to verify the proposed
method during our research. Compared with CSP, a similar result can be obtained by using PSD. Theoretically, the KF-PP-SVM should do better than PP-SVM for any group. However, different kernel functions and the parameter $C$ of within-class scatter also affect the classification result. In this paper, the classification results were obtained according to the well-known radial basis kernel function and empirical parameter $C$. Further optimization of kernel function and parameter $C$ will be performed in the future to improve the classification performance for any data group.

4. Conclusion

A new classification method combining the kernel fisher, posterior probability, and the SVM was presented. It took advantage of the properties of the kernel fisher and overcame some defects inherent to the SVM. At the same time, the method used posterior probability as a final decision function, which increased the stability of the classifier. The proposed method was verified by classification accuracy. The results showed that the proposed method could obtain high recognition accuracy. It may be feasible for practical application in BCIs. Future research should be aimed at attempts to generate more experimental data to verify the algorithm more effectively as well as at the provision of an improved theoretical understanding thereof.
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