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1. Introduction

It is our honor to serve as guest editors of this
special issue of the Scientific Programming journal
on Science-Driven Cloud Computing. We are pleased
to present 7 high-quality contributions that focus on
scientific cloud computing. Scientific computing in-
volves a broad range of technologies, from high-
performance computing (HPC) which is heavily focus-
ed on compute-intensive applications, high-throughput
computing (HTC) which focuses on using many com-
puting resources over long periods of time to accom-
plish its computational tasks, many-task computing
(MTC) which aims to bridge the gap between HPC and
HTC by focusing on using many resources over short
periods of time, to data-intensive computing which is
heavily focused on data distribution and harnessing
data locality by scheduling of computations close to
the data.

This special issue on Science-Driven Cloud Com-
puting provides the scientific community a dedicated
forum for discussing new research, development, and
deployment efforts in running these kinds of scien-
tific computing workloads on Cloud Computing in-
frastructures. This special issue will focus on the
use of cloud-based technologies to meet new com-
pute intensive and data intensive scientific challenges
that are not well served by the current supercomput-
ers, grids or commercial clouds. What architectural
changes to the current cloud frameworks (hardware,
operating systems, networking and/or programming
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models) are needed to support science? Dynamic in-
formation derived from remote instruments and cou-
pled simulation and sensor ensembles are both im-
portant new science pathways and tremendous chal-
lenges for current HPC/HTC/MTC technologies. How
can cloud technologies enable these new scientific ap-
proaches? How are scientists using clouds? Are there
scientific HPC/HTC/MTC workloads that are suitable
candidates to take advantage of emerging cloud com-
puting resources with high efficiency? What benefits
exist by adopting the cloud model, over clusters, grids,
or supercomputers? What factors are limiting clouds
use or would make them more usable/efficient?

Cloud computing first established in the business
computing domain is now a topic of research in com-
puter science and an interesting execution platform
for science applications. Today there are a number of
commercial and science cloud deployments, including
those provided by Amazon, Google, IBM, Microsoft
and others. Campus and national labs are also deploy-
ing their own cloud solutions. The ability to control the
resources and the pay-as-you go usage model enables
new approaches to application development and re-
source provisioning. Science applications are looking
towards the cloud to provide a stable and customizable
execution environment. This special issue of the Sci-
entific Programming journal is dedicated to the com-
putational challenges and opportunities of cloud com-
puting. It is also an extension to several workshops the
guest editors have been involved in, including the Sci-
entific Cloud Computing (ScienceCloud) workshop se-
ries (see www.cs.iit.edu/~iraicu/ScienceCloud2011/).
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This special issue reflects current research trends in
developments of Cloud computing infrastructures for
HPC and parallel computing area. The first trend is
optimization of Cloud resources based on the avail-
able programming models for HPC (like workflows)
where the control mechanism for the application ex-
ecution are external to the Cloud. The second trend
are research issues in application of currently available
public Clouds for HPC resulting in adaptation of data
structures and programming models, e.g., data format
adaptation, performance and cost analysis for compu-
tations in public Clouds and evaluation of available in-
frastructure for storage of large data sets.

2. In this issue

It was a challenge to select just 7 of the 18 high-
quality submissions for inclusion here. We thank the
56 reviewers for their thoughtful work. We briefly in-
troduce the accepted articles in the following several
paragraphs.

Manish Parashar et al.’s “Autonomic management
of applications workflows on hybrid computing in-
frastructure” [3] proposes a framework to manage
autonomics, including scheduling the mix of hybrid
resources, application management, monitoring re-
sources and adaptation of resource provisioning based
on objectives and metrics. The authors explored the
autonomics using a real world scientific workflow, the
Defiant reservoir simulator using Ensemble Kalman
Filter with several different objectives (e.g., acceler-
ation, conservation and resilience) and metrics (e.g.,
deadline and budget). They formed a hybrid infrastruc-
ture with TeraGrid and several instance types of Ama-
zon EC2 and the results show that the proposed frame-
work for autonomics works well efficiently for the ap-
plication workflow achieving the objectives using the
metrics.

Satish Srirama et al.’s “Scalability of parallel sci-
entific applications on the cloud” [5] studies the ef-
fects of moving parallel scientific applications onto
the cloud through deploying several benchmark appli-
cations (e.g., matrix–vector operations, NAS parallel
benchmarks and DOUG – Domain decomposition On
Unstructured Grids) on the cloud. The authors also ob-
served the limitations of cloud and its comparison with
cluster in terms of performance, and raises important
issues around the necessity for better frameworks or
optimizations for MapReduce style applications.

Keith Jackson et al.’s “Performance and cost anal-
ysis of the supernova factory on the Amazon AWS
cloud” [2] studies the feasibility of porting the Nearby
Supernova Factory pipeline (a complex pipeline of se-
rial processes that execute various image processing al-
gorithms in parallel on ∼10 TBs of data) to the Ama-
zon Web Services cloud environment. Specifically the
authors describe the tool set they developed to man-
age a virtual cluster on Amazon EC2, explore the
various design options available for application data
placement, and offer detailed performance results and
lessons learned from each of the design options.

Zach Hill et al.’s “Early observations on the per-
formance of Windows Azure” [1] presents the results
of comprehensive performance experiments conducted
on Windows Azure from October 2009 to February
2010. The authors present performance and reliabil-
ity observations and analysis from their deployment
of a large-scale scientific application hosted on Azure,
called ModisAzure, that show unusual and sporadic
VM execution slowdown of over 4× in some cases
and affected up to 16% of task executions at times.
In addition to a detailed performance evaluation of
Windows Azure, the authors provide recommendations
for potential users of Windows Azure based on these
early observations. Although the discussion and anal-
ysis is tailored to scientific applications, the results are
broadly applicable to the range of existing and future
applications running in Windows Azure.

Gabriela Turcu et al.’s “Reshaping text data for effi-
cient processing on Amazon EC2” [7] investigates pro-
visioning on the Amazon EC2 cloud from the user per-
spective, attempting to provide a scheduling strategy
that is both timely and cost effective. The authors rely
on the empirical performance of the application of in-
terest on smaller subsets of data, to construct an execu-
tion plan. Using predictions of the performance of the
application based on measurements on small data sets,
the authors devise an execution plan that meets a user
specified deadline while minimizing cost.

Ani Thakar et al.’s “Large science databases – are
cloud services ready for them?” [6] reports on attempts
to put an astronomical database – the Sloan Digital Sky
Survey science archive – in the cloud. The authors find
that it is very frustrating to impossible at this time to
migrate a complex SQL Server database into current
cloud service offerings such as Amazon (EC2) and Mi-
crosoft (SQL Azure). Certainly it is impossible to mi-
grate a large database in excess of a TB, but even with
(much) smaller databases, the limitations of cloud ser-
vices make it very difficult to migrate the data to the
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cloud without making changes to the schema and set-
tings that would degrade performance and/or make the
data unusable. Preliminary performance comparisons
show a large performance discrepancy with the Ama-
zon cloud version of the SDSS database. The authors
describe a powerful new computational instrument that
they are developing in the interim – the Data-Scope –
that will enable fast and efficient analysis of the largest
(petabyte scale) scientific datasets. Data-Scope uses a
two-tier architecture and commodity components to
provide a data-intensive analysis platform that max-
imises sequential disk throughput while minimizing
power consumption and overall cost.

Ostermann et al.’s [4] “Using a new event-based
simulation framework for investigating resource pro-
visioning in Clouds” presents GroudSim, a novel Grid
and Cloud toolkit for scientific computing. GroudSim
facilitates execution of complex simulation scenarios
in computational science considering scalable simula-
tion independent discrete-event engine supporting var-
ious scenarios, as for example simple job execution,
file transfers, cost calculation and similar. The authors
study and evaluate four strategies for provisioning and
leasing Cloud resources based on resource bulks, fuzzy
descriptions and hourly payment intervals.
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