Model and algorithm for resolving regional bus scheduling problems with fuzzy travel times
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Abstract. Regional bus scheduling is necessary to urban public transport that is complicated by the necessity of assigning trips that belong to several routes to buses located at different depots while reducing fleet size and operating costs. Considering the reality of emergencies that may interfere with the ability of vehicles to complete trips on time, it is reasonable to use fuzzy numbers to express uncertain delay times. Based on this idea, this paper proposes a chance-constrained programming model of regional bus scheduling that will reflect additional constraints such as the capacities of related depots and fueling needs. The objective of this paper is to maximize utilization of fleet vehicles. To overcome the defect of premature convergence in the particle swarm optimization algorithm (PSO), an improved PSO is proposed by using an organic fusion with group search optimization. Finally, an example demonstrates the correctness and effectiveness of the model and algorithm.
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1. Introduction

In contrast to traditional single-depot bus scheduling, the regional bus scheduling problem (RBSP) \cite{5} aims to achieve a unified schedule by sharing vehicle resources across all routes. This is accomplished by inserting deadhead trips between depots to assign trips belonging to several routes to buses located at different depots. Due to the non-uniformity of departure frequency for all routes in a given period, RBSP can significantly reduce operating costs and improve the efficient utilization of vehicles. Bodin and Golden \cite{1} have proven the RBSP is an NP-hard.

Most scholars study RBSP using the optimal scheduling theory, which is divided into network flow \cite{3, 8, 9, 14, 19} and set partitioning \cite{4, 11–13}. Most research into RBSP relies on established travel durations. However, conditions of real traffic environments, such as fluctuations in passenger loads at different time etc., cause deviations between the plan and actual operation, which make practical applications of RBSP difficult to analyze. In general, delays to trip completion are very difficult to predict in advance. Problems in which delay time is assumed to be an uncertain variable are RBSP with uncertain travel times (RBSPUTT). Research into RBSPUTT is rare \cite{6, 7, 11–13}. Huisman and Albert studied RBSPUTT \cite{6, 7} by assuming that future travel time is fixed or predicted in advance. Wei, et al. \cite{11} proposed a multi-vehicle-type RBSPUTT with a grey travel time, as well as a bi-level programming model for uncertain regional bus scheduling that revealed the overall relationship between a scheduling plan and its procurement scheme.
2. Mathematical model

2.1. Mathematical model

- Each trip requires a bus to depart from its depot on time.
- When historical data and expertise are considered, it is possible to use triangular fuzzy numbers to represent certain time delays for each bus trip not completed on time.
- To ensure that a bus does not require refueling during daily operations, it should be fully fueled before or after the work day.

2.2. Decision variables

\[ T^2 = \{x_1, x_2, \ldots, x_{|D|}\} \] denotes a sequence of trips accomplished in turn by each bus \(\forall k \in V_k\), which begins and ends at the same depot \(\forall d \in D\).

2.3. Decision variables

\[ T = \{T_1, T_2, \ldots, T_{|D|}\} \] denotes a given set of trips belonging to several routes. Each trip \(\forall T \in T\) requires uninterrupted driving from the starting point \(sp_T\) at starting time \(st_T\) to the ending point \(dp_T\) at ending time \(et_T\).

\[ D \] denotes a given set of depots. For each depot \(\forall d \in D\), let \(V_d\) denote a given set of buses initially located at the depot, and let \(capacity_d\) denote the capacity of the depot.

Each vehicle \(k \in V_k\) (\(\forall d \in D\)) arrives at the trip \(V_k \in T^2\) starting point \(sp_k\) at the time indicated by \(x_k = et_{k-1} + \Delta T_{k-1}\). If \(time(dp_k, sp_k) \neq 0\), this situation is called a Deadhead Trip (DH Trip). In this situation, \(time(dp_k, sp_k)\) denotes the time spent in traveling from the ending point of the trip \(V_{k-1} \in T^2\) to the starting point of the trip \(V_k \in T^2\). \(\Delta T_k\) denotes the fuzzy delay time that prevents a vehicle from accomplishing a trip \(x_k\) on time. \(a_1\) denotes the weight of number of the buses. \(a_2\) denotes the weight of waiting time.

2.4. Objective function equation

\[
\min \quad \bar{f}
\]

(1)

2.5. Constraint equations

\[
st. \quad V_p \cap V_q = \emptyset \forall p, q \in D
\]

(2)

\[
\bigcup_{v \in D, x \in V_{V^d}} T^2 = T
\]

(3)

\[
T^d \cap T^q = \emptyset \forall a \in V_p, \forall v \in V_q
\]

(4)

\[
|V_d| \leq capacity_d \forall d \in D
\]

(5)

\[
Pos(\bar{f}) = a_1 \sum_{k \in D} |V_k| + \sum_{k \in D, x \in V_{V^d}} \sum_{v \in V_{V^d}} \left[ a_1 (st_{k,x} - c_k) \right] + a_2 \sum_{k \in D, x \in V_{V^d}} |V_{V^d} - \bar{f}| \geq \beta
\]

(7)

The objective function in Equation (1) aims to minimize the number of buses, the total waiting time, and the deadhead time. Equations (2–7) represent the constraints, as follows: Equation (2) ensures that each bus belongs to only one depot; Equation (3) ensures that all trips are successfully completed by all vehicles; Equation (4) expresses that each trip is assigned to exactly one vehicle, and a vehicle cannot simultaneously run two trips; Equation (5) ensures that no more than a given number of backup vehicles are dispatched from
each depot. Equation (6) ensures that the possibility of two trips normally accomplished in turn by the same bus in the random environment is at least \( \alpha \); Equation (7) ensures that the confidence level \( \bar{f} \) representing the maximum value of \( f \) is at least \( \beta \).

3. Group particle swarm optimization algorithm for RBSPFTT solution

Particle Swarm Optimization (PSO) [17] is an evolutionary bionic algorithm that simulates flying birds, with advantages including smaller numbers of individuals and simple calculation. PSO performs well in multi-dimensional continuous space optimizations, and provides very rapid local convergence to a stable state. The group search optimization (GSO) [16], recently proposed by S. He and Q.H. Wu, is a novel algorithm based on the social behavior of hunting animals, such as lions and wolves. The GSO performs well in local searches, and can maintain the diversity of the solution to promote the evolution of the population. Each algorithm has advantages and disadvantages. Their homologous natures determine that they should easily integrate with one another; however, current studies involving both algorithms are rare [15].

This paper proposes a Group Particle Swarm Optimization (GPSO) based on a fuzzy simulation to solve RBSPFTT. According to the problem characteristics, the definite scheme solution process is described, and the following terms are defined: particle encoding scheme, constraints handling, and position and velocity correction equation.

3.1. Particle code scheme

In GPSO, each individual or potential solution in the swarm is called a particle. Every particle has its own position and velocity, where the position vector can be decoded as a solution to the problem, and the velocity vector is in the direction of particle movement.

The position vector \( X = (x_1, x_2, \ldots, x_T) \) is used to represent a potential solution of RBSPFTT [2, 10], wherein the \( i \)-th element is a trip \( x_i \), which differs from other trips in the range \( (1 - |T|) \). Furthermore, \( V = (v_1, v_2, \ldots, v_T) \) denotes the velocity vector, where the element \( v_i \) is a real number ranging from \(-|T| - |T|\). If \( x_{i-1}, x_i \in X \) meets constraint Equation (6), the bus will immediately execute trip \( x_i \) after it has accomplished trip \( x_{i-1} \); otherwise, the two trips would be impossible. Hence, each individual can be decoded into a sequence of trips accomplished by different buses according to Equation (6).

As mentioned above, any individual \( X \) satisfies constraints Equations (2–5). Therefore, if the individual \( X \) complies with constraints Equations (5–7), it is a feasible solution.

3.2. Fitness function

The fitness value, determined by the fitness function, is the standard according to which the merit of each particle position is evaluated. Each particle can be decoded into a set of trips finished by different vehicles. In this paper, Equation (1) is used as the fitness function to assess the quality of any individual. Because all individuals meet constraints Equations (2–4), constraint Equation (5) can be regarded as a penalty function to generate a new fitness function.

\[
\min \bar{f} + A \sum_{i \in V} \max(|V_d| - \text{capacity}_{d_i}, 0) \quad (8)
\]

where \( A \), which is set of a sufficiently large number, denotes the penalty factor. The fitness function, expressed by Equation (8), ensures that an infeasible solution confers great fitness value and will be eliminated in the iteration.

3.3. Fuzzy objective function and handling constraints

Constraints Equations (6) and (7) with fuzzy parameters also determine the objective function Equation (8). Because the computer does not deal directly with fuzzy parameters, the fuzzy simulation technology proposed by Wu, et al. [18] can be used to examine its objective function and constraint with respective confidence levels of \( \alpha \) and \( \beta \).

According to the definition of fuzzy number arithmetic for vector \( \Delta T_{d_i} \) of a fuzzy delay time in a given decision vector \( X \) the establishment of Equation (6) holds if and only if there exists a clear vector \( \Delta T_{d_i}^0 \) in the vector \( \Delta T_{d_i} \) that satisfies \( et_{s_{i-1}} + time(p_{s_{i-1}}, sp_{s_{i-1}}) + \Delta T_{d_i}^0 \leq st_{s_i} \) and \( \mu(\Delta T_{d_i}^0) \geq \alpha \), where \( \mu(\cdot) \) is the membership function of the fuzzy set. That is to say, if \( et_{s_{i-1}} + time(p_{s_{i-1}}, sp_{s_{i-1}}) + \Delta T_{d_i}^0 \leq st_{s_i} \), which uniformly generates vector \( \Delta T_{d_i}^0 \) from fuzzy vector \( \Delta T_{d_i} \) in order to satisfy \( \mu(\Delta T_{d_i}^0) \geq \alpha \), then Equation (6) is established. After a given number \( N \) of iterations, if vector \( \Delta T_{d_i}^0 \) does not satisfy \( et_{s_{i-1}} + time(p_{s_{i-1}}, sp_{s_{i-1}}) + \Delta T_{d_i}^0 \leq st_{s_i} \), then the decision vector \( X \) is considered to be impossible.
As mentioned above, the specific procedure of fuzzy Equation (6) is as follows:

**Step 1:** Uniformly generate vector $\Delta T_{k}^{d}$ from fuzzy vector $\Delta T_{k}$ at a horizontal cross-sectional level $d$.

**Step 2:** If $\Delta t_{e} = \gamma_{e} \sum_{e=1}^{n_{c}} \Delta T_{k}^{d} \leq \mu_{e}$, then the output is "feasible".

**Step 3:** Repeat step 1 and 2 $N$ times.

**Step 4:** Output "infeasible".

Similarly, the specific procedure of fuzzy Equation (7) is as follows:

**Step 1:** Set $\bar{f} = -\infty$.

**Step 2:** Uniformly generate vector $\Delta T_{k}^{d}$ from fuzzy vector $\Delta T_{k}$ at a horizontal cross-sectional level $d$.

**Step 3:** If $\bar{f} \leq f$, then $\bar{f} = f$.

**Step 4:** Repeat step 2 and 3 $N$ times to calculate $\bar{f}$.

**Step 5:** Output $\bar{f}$.

### 3.4. Formula for modifying position and updating velocity

In PSO, each particle updates itself by tracking the personal extreme value $f^*_i(t)$ and global extreme value $f^*_g(t)$ in every iteration. When all particles gather to the same location (that of the current best particle), its velocity approaches zero due to inertia, personal awareness and social consciousness. Each particle will then refuse to search the solution space in other regions.

To address the inadequacies of PSO, a concept derived from GSO is embedded in the search procedure for GPSO; this concept involves a random movement by a small number of rogue particles, wherein each particle generates a random head angle and distance and then moves to this new position. The number of randomly wandering particles is related to the diversity of the population. According to the process described above, the particle updates its velocity and position formula as follows:

$$V_{i}(t+1) = w \cdot V_{i}(t) + c_1 \cdot \text{rand} \cdot (X^*_i(t) - X_{i}(t)) + c_2 \cdot \text{rand} \cdot (X^*_g(t) - X_{i}(t)) \tag{9}$$

$$X_{i}(t+1) = \begin{cases} X_{i}(t) + V_{i}(t+1), & \text{other} \\ X_{i}(t) + l_i \Delta \theta_{i}^{d}, & \text{rand} > \sigma \end{cases} \tag{10}$$

where $w$, $c_1$ and $c_2$ denote the inertia factor, weight, and global optimal value, respectively; $l_i \in [0, l_{\text{max}}]$, $\Delta \theta_{i}^{d} \in [0, \Delta \theta_{\text{max}}]$ and $\Delta \theta_{i}^{d}$ denote a random distance, head angle and the vector of the angle, respectively; and $\text{rand}$ denotes a random number in the range $[0, 1]$.

**Definition 1.** $\sigma = \frac{1}{N} \sum_{i=1}^{N} \epsilon_{ij}$ denotes the population’s diversity where $\epsilon_{ij} = \begin{cases} 1, & f_i \neq f_j \\ 0, & \text{otherwise} \end{cases}$.

### 3.5. Algorithm flow

The detailed procedure for GPSO solving RBSPF-TT is described as follows.

**Step 1:** Set the parameters of the algorithm.

**Step 2:** Let $t = 0$ and initialize the first generation of particle swarm.

**Step 2.1:** For each particle, randomly generate its position and velocity vector $X_{i}(0)$ and $V_{i}(0)$, and calculate its fitness value $f_{i}(0)$.

**Step 2.2:** If $X_{i}(0) = X_{i}(0)$, then $f_{i}^{*}(0) = f_{i}(0)$ to determine the extreme value of each particle.

**Step 2.3:** Find the global optimal particle $f_{g}^{*}(0) = \min_{i} \{f_{1}(0), \ldots, f_{N}(0)\}$.

**Step 3:** Let $t = t+1$, and update the current status of the $r$-th generation swarm.

**Step 3.1:** For each particle, update its position vector $X_{i}(t)$ and velocity vector $V_{i}(t)$, according to Equations (9) and (10).

**Step 3.2:** Recalculate the fitness value $f_{i}(t)$. If $f_{i}(t) < f_{i}^{*}(t)$, let $f_{i}^{*}(t) = f_{i}(t)$ and $f_{g}^{*}(t) = f_{i}(t)$.

**Step 4:** If the termination condition is satisfied, output $f_{g}^{*}(t)$; otherwise return to step 3.

### 4. Analysis of computational examples

A regional bus network is composed of three depots (capacity$_{d} = 15$, $d = 1, 2, 3$) and five routes. Tables 1–4 depict details of the test instance as follows: Tables 1 and 2 demonstrate the basic information and the fixed schedule of these lines; Table 3 depicts the deadhead time information; and Table 4 depicts the fuzzy delay time between two trips. Using a unified model for bus scheduling, a bus company will assign a certain number of vehicles to the three depots to complete a total of 210 trips while minimizing operation costs.

In order to verify the validity of the model and algorithms, the empirical parameters of GPSO are set as follows: the maximum number of iterations is 200, and the number of particles is 50. Let $w = 0.75$, $c_1 = c_2 = 1.5$, $l_{\text{max}} = 5$, $\Delta \theta_{\text{max}} = 45\degree$, $a_0 = 500$, $a_1 = 1$, and $a_2 = 2.5$. Matlab was used to program GPSO to solve the
Table 1  
Route information  
<table>
<thead>
<tr>
<th>Route</th>
<th>Period</th>
<th>Start</th>
<th>End</th>
<th>Run (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7:00–20:30</td>
<td>A</td>
<td>B</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>6:40–20:40</td>
<td>B</td>
<td>A</td>
<td>65</td>
</tr>
<tr>
<td>3</td>
<td>6:30–21:00</td>
<td>A</td>
<td>C</td>
<td>55</td>
</tr>
<tr>
<td>4</td>
<td>7:00–20:00</td>
<td>C</td>
<td>A</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>6:45–20:25</td>
<td>B</td>
<td>C</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 2  
Timetable of route information  
<table>
<thead>
<tr>
<th>Trip</th>
<th>Departure time</th>
<th>Route</th>
<th>Trip</th>
<th>Departure time</th>
<th>Route</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7:00</td>
<td>1</td>
<td>2</td>
<td>6:40</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>6:30</td>
<td>3</td>
<td>4</td>
<td>6:45</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6:30</td>
<td>5</td>
<td>6</td>
<td>6:50</td>
<td>6</td>
</tr>
<tr>
<td>100</td>
<td>7:00</td>
<td>100</td>
<td>129</td>
<td>6:50</td>
<td>129</td>
</tr>
</tbody>
</table>

Table 3  
Deadhead time information  
<table>
<thead>
<tr>
<th>Start depot</th>
<th>End depot</th>
<th>Deadhead time (min)</th>
<th>Start depot</th>
<th>End depot</th>
<th>Deadhead time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>20</td>
<td>C</td>
<td>A</td>
<td>20</td>
</tr>
<tr>
<td>B</td>
<td>A</td>
<td>25</td>
<td>B</td>
<td>C</td>
<td>25</td>
</tr>
<tr>
<td>A</td>
<td>C</td>
<td>15</td>
<td>C</td>
<td>B</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 4  
Some fuzzy delay time between trips  
<table>
<thead>
<tr>
<th>Trip</th>
<th>Delay time (min)</th>
<th>Trip</th>
<th>Delay time (min)</th>
<th>Trip</th>
<th>Delay time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>(23, 39, 33)</td>
<td>118</td>
<td>(27, 32, 34)</td>
<td>159</td>
<td>(25, 27, 37)</td>
</tr>
<tr>
<td>21</td>
<td>(24, 36, 35)</td>
<td>120</td>
<td>(21, 30, 36)</td>
<td>162</td>
<td>(23, 30, 36)</td>
</tr>
<tr>
<td>31</td>
<td>(21, 23, 26)</td>
<td>152</td>
<td>(31, 32, 38)</td>
<td>166</td>
<td>(20, 32, 39)</td>
</tr>
<tr>
<td>42</td>
<td>(20, 26, 29)</td>
<td>153</td>
<td>(22, 25, 34)</td>
<td>171</td>
<td>(20, 24, 25)</td>
</tr>
<tr>
<td>92</td>
<td>(30, 32, 35)</td>
<td>155</td>
<td>(28, 26, 33)</td>
<td>193</td>
<td>(25, 30, 37)</td>
</tr>
<tr>
<td>99</td>
<td>(29, 33, 35)</td>
<td>158</td>
<td>(37, 39, 40)</td>
<td>208</td>
<td>(21, 31, 38)</td>
</tr>
</tbody>
</table>

Table 5  
Results of 50 simulations  
<table>
<thead>
<tr>
<th>Solution type</th>
<th>Objective function</th>
<th>Waiting time (min)</th>
<th>Deadhead time (min)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best solution</td>
<td>19,950</td>
<td>4100</td>
<td>1740</td>
<td>62%</td>
</tr>
<tr>
<td>Suboptimal solution</td>
<td>19,975</td>
<td>4099</td>
<td>1765</td>
<td>22%</td>
</tr>
<tr>
<td>Worst solution</td>
<td>20,015</td>
<td>4055</td>
<td>1785</td>
<td>4%</td>
</tr>
</tbody>
</table>

Fig. 1. Number of vehicles in each parking yard between 06:30–21:00.

Table 6 demonstrates the best schedule for the regional buses, and Fig. 1 shows the number of vehicles in each parking yard. Each bus follows a predefined trip sequence and is allowed to return to the starting point of the initial trip. That is to say, if a given trip must be assigned to a vehicle, the vehicle must arrive at a fixed time in advance of its starting time. In order to cover all of the trips in a fixed bus time table, 23 buses are required to execute a total of 85 deadhead trips, wherein:

- 9, 9, and 5 vehicles, respectively, are initially located at depots A, B, and C.
- Deadhead trips occur 23, 6, 10, 4, 21, and 21 times between two depots.
- The total working time for all buses is equal to 12,445 min. Their waiting and deadhead times are equal to 4,100 min. and 1,740 min., respectively.

The influence of the two parameters $\alpha$ and $\beta$ on bus scheduling was also analyzed to study the effect of the fuzzy travel time feature on $f$. As parameter $\alpha$ decreases and parameter $\beta$ increases, the number of pairs of feasible trips completed by a vehicle decreases; this leads to a further reduction in the feasible solution space consisting of these pairs, and the sub-solution space containing
better solutions is abandoned. Ultimately, the cost of the scheme increases with less uncertainty. However, the scheme is less disturbed by emergencies, and less cost change occurs in the process of a real-time adjustment scheme. The results shown in Fig. 2 are consistent with visual analysis.

In order to verify the validity of the improved algorithms, a case study was calculated 50 times each with GPSO, PSO, and GSO. Figure 3 comparatively analyzes the average simulation results, with the conclusions as follows:

– GPSO, PSO, and GSO require 210, 95, and 390 iterations, respectively, to converge to their optimal solutions. The differences in optimal solutions among them are 2.1%, 2.5%, and 4.6%, respectively. This indicates that GPSO performs better than PSO and GSO in convergence.

– PSO obtains the optimal solution faster than GSO, but it easily converges to local optima. Hence, GPSO, which combines the advantages of the other...
two algorithms, can perform thermal simulations effectively. By judging the degree of prematurity to maintain swarm diversity, GPSO can not only yield a suboptimal solution quickly, but also jump from local optimization solutions by controlling the search space of particles. This indicates that GPSO performs more robustly than PSO and GSO.

5. Conclusions

The primary contribution of this paper is to propose a chance-constrained programming model for regional bus scheduling with fuzzy travel times. Compared to existing studies on RBSPUTT with random or grey travel times, the proposed model can avoid the defect of requiring a large amount of traffic data to determine the distribution function of uncertain travel times, making it easier to optimally solve in practice. The test case analyzed the influence of the fuzzy feature of travel time on bus scheduling, and results indicate that the scheme with less fuzziness of travel time is less disturbed by emergencies and has less cost change in a real-time adjustment scheme.

This paper also contributes to the design of a new hybrid GPSO algorithm, which combines the advantages of both PSO and GSO by embedding the concept of a small portion of particles to take a random walk out of the group into GSO, as occurs in the search procedure for PSO. The simulation indicates that, compared to PSO and GSO in convergence and robustness of the algorithm, GPSO can not only converge to a suboptimal solution quickly, but also jump from a local optimization solution by controlling the search space of particles.
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