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Abstract. The number of older adult has increased significantly in most current societies. One problem that is accentuated in the
stage of old age is loneliness which is a serious health risk. Therefore, new methods for early detection of this condition that make
use of new non-intrusive technologies are required. Loneliness includes four main factors (family, spousal, social and existential
crisis). In this paper, four predictive models to determine the level of loneliness of each factor are proposed, focusing on the
activities that can be monitored using a Smartphone. Predictive models have been evaluated on basis of their accuracy, sensitivity,
specificity, predictive values, type I and type II error rates. This paper also presents the results of the experimentation of the
proposed approach in practice and with real users through a mobile application called “¡Vive!” that implements the predictive
models.
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1. Introduction

Nowadays, in many countries worldwide, the num-
ber of older adults is increasing. In Mexico, for in-
stance, the population is aging due a greater life ex-
pectancy, combined with a significant decrease in the
fertility rate [1]. In 2030, older adults will represent
14.8 percent of the population [2].

One of the social problems that older adults face is
loneliness. Possible causes include retirement and the
death of a spouse and/or friends, among others. Lone-
liness is a multidimensional psychological condition
comprised of cognitive, emotional, behavioral and so-
cial variables [3]. It is divided into two types: objective
loneliness and subjective loneliness. The first refers
to a lack of company. This does not always imply an
unpleasant experience. It may even become a desir-
able and enjoyable experience [4]. The second type in-
cludes a painful emotional condition. It includes situ-
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ations of vulnerability, marginalization, and exclusion
which result in the person feeling misunderstood, re-
jected, and also needing company in order to perform
physical and intellectual activities [5]. Loneliness oc-
curs when social relationships of a person are fewer
and less satisfactory than that which is desired [6].
Loneliness can even be experienced when one has con-
tact with other people [7]. Also, loneliness is consid-
ered to be one of the possible factors that causes dis-
orders such as depression, suicide, and serious medi-
cal problems like heart illnesses [8]. This situation has
sparked an interest and concern to improve the well-
being and quality of life for this segment of the popu-
lation.

Currently, research in the diagnostic field of loneli-
ness amongst the elderly is developing, particularly in
the analysis of human behavior that gives rise to this
disorder. From the psychological point of view, many
self-report based instruments have been developed to
assess loneliness in older adults. These instruments are
questionnaires made up of a series of questions re-
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lated to factors that give rise to this emotional condi-
tion. Rubio Herrera [9] proposes the ESTE-R scale,
an instrument that consists of 34 items that consider
different aspects of the concept of loneliness. It fo-
cuses on four factors: family loneliness, spousal loneli-
ness, social loneliness and existential crisis loneliness.
For this last factor, Russell, D.W. [10] proposes the
UCLA loneliness scale which also incorporates ques-
tions about feelings of social isolation. Unfortunately,
these instruments require an application routine which
could be bothersome.

Determining loneliness in a timely manner is fun-
damental in offering medical and technological treat-
ment for this disorder. However, this must be done in
the least intrusive way possible in order to facilitate its
utilization in practice. This calls for the use of innova-
tive technology that permits using everyday devices to
monitor activities associated to loneliness.

In this sense, Ambient Intelligence is looking to cre-
ate a digital environment that would help these people
in their daily lives in a manner that is simple, that is
to say, intelligent [11], ubiquitous and proactive at the
same time [12].

Our research focuses on automatically inferring the
older adults’ loneliness level through activities that can
be monitored by a Smartphone. In this paper, attributes
that have a correlation with the factors of loneliness
are identified [10]. Using such attributes, four predic-
tive models to infer each factor of loneliness were de-
veloped, through investigation of a combination of key
aspects, including a range of classification algorithms,
relevant attributes subsets, and data imbalance han-
dling. Next, the results of an experiment through im-
plementation of all models in a mobile application are
presented.

Such models could become a part of a screening
process, in order to carry out suitable interventions that
allow older adults to cope with this health condition.

The paper is structured as follows: Section 2 de-
scribes the related works that detect loneliness. In Sec-
tion 3 the proposed predictive models of Loneliness
are presented. In Section 4 a mobile application called
“¡Vive!” is given. Section 5 shows a performance ex-
perimental test. Section 6 discusses the results; and fi-
nally, Section 7 presents the conclusions and future
work.

2. Related works

Computer science has contributed to the diagnosis
of loneliness. Shigeki Aoki et al. [13] identify loneli-

ness in older adults from inside their homes by placing
infrared sensors in various areas (the living room, the
dining room, the bathroom, etc.). The data retrieved
from the sensors was then shown as a sequence of
tags and afterward analyzed with the Hidden Markov
model. Besides, Yeong Hyeon Gu et al. [14] consid-
ered the use of RFID tags located in furniture and
household appliances. A reader glove attached to the
hand of the older adult collected readings correspond-
ing to the object being used and the time of use. This
criteria was used to determine if the elderly person
was experiencing loneliness. This process also took
into consideration the time during which the person
was not engaged in any activity and when he or she
was performing an activity for an extended period of
time. However, these proposals required the installa-
tion of special equipment in the home, and this equip-
ment only collected data when the person was at home.
Our approach proposes inferring loneliness through a
Smartphone, something that is already part of daily
life, without the need for the installation and configu-
ration of sensors in the home of the elderly person.

In [15] it is suggested that a large variability in out-
of-home profiles may allow detection of individuals at
higher risk of loneliness. On the other hand, [16] fo-
cuses on analysis of loneliness through mobile phones
and the results revealed that loneliness was signifi-
cantly associated with problematic mobile phone use.
Our proposed approach used attributes that have been
demonstrated to have a correlation with loneliness
recognition [15,16].

3. Predictive models

In data mining, data scientists use algorithms to
identify previously unrecognized patterns and trends
hidden within vast amounts of structured and unstruc-
tured information. These patterns are used to create
predictive models that try to forecast future behav-
ior. A predictive model examines an attribute set and
produces an outcome class. Our research work fo-
cuses on identifying attributes that have a correlation
with loneliness. These attributes correspond to activi-
ties performed by older adults that can be monitored by
Smartphones, such as: cellular phone use, the number
of outings taken from home, the number of activities
performed at home and the time spent inside/outside
of the house [15,16].

Using such attributes, four predictive models were
developed to infer each factor of loneliness (family,
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spousal, social and existential crisis). In order to de-
velop the most suitable models, a range of popular
data mining algorithms were evaluated. Additionally,
due to an imbalance of class sizes in the collected
data, a resampling technique for building the predic-
tion models was used. Each individual data mining
algorithm was then applied to data with different at-
tribute sets, on both scenarios with and without data
resampling to handle the data imbalance. This was car-
ried out through WEKA [17], which is an experimen-
tation space for data analysis. It contains a collection
of machine learning algorithms that permit testing, an-
alyzing and evaluating data mining tasks such as pre-
processing, classification, grouping, association, selec-
tion of attributes and visualization.

It is important to point out that the predictive models
represent a relevant contribution of the research work.
It has been developed following a systematic process
using real data of elderly people in order to ensure the
precision of the models. Following, these phases are
described in detail.

3.1. Data collection

The data collection was done through a question-
naire applied to 100 older adults, including both men
and women between 60 and 90 years of age (69 ±
7.165), with full mental and physical capacities, who
also use a cellular phone, had no difficulty understand-
ing the questions, signed the inform consent and were
willing to take part of the research. Older adults with
physical, sensory or cognitive disability were excluded
from the study, in order to assure that the results of
the experiment would not be affected by the limitations
of the participants. The questionnaires were given in
two different cities in places where older adults con-
gregated such as: churches, dance centers, retirement
homes, hospitals and esthetic salons.

The questionnaire comprises two parts. The first
one gathered the level of loneliness in the older adult
through the ESTE-R scale [9] which is targeted to
Spanish speakers. This scale includes different dimen-
sions of loneliness and groups them into four factors:
family loneliness, spousal loneliness, social loneliness
and existential crisis. The scale is comprised of 34
items and the response options are: never, rarely, some-
times, regularly, or always. The Cronbach’s Alpha is
of 0.915, which indicates an excellent internal consis-
tency. The scale results reflect the subject’s loneliness
level and are valid for one month before the test is ad-

Table 1

Number of older adults in each factor of loneliness with the ESTE-R
scale

Factor of loneliness Low Medium High

Family loneliness 81 17 2

Spousal loneliness 46 7 47

Social loneliness 71 23 6

Existential crisis 70 24 6

Table 2

Demographic information about the older adults

Variable Categories Percentage

Sex Female 54%

Male 46%

Civil Status With Partner 55%

Single 45%

Suffering from Illness Yes 66%

No 34%

Working Situation Employed 22%

Unemployed 78%

ministered. Table 1 shows the loneliness level scores
obtained by older adults in each factor of loneliness.

The second part of the questionnaire collected the
activities performed by the older adults during the last
week before the questionnaire was applied. The ques-
tions refer to four activity categories: cellular phone
use, number of outings from home, number of activi-
ties performed at home and time spent inside/outside
of home. In order to help older adults remember their
activities various detailed questions were asked and
later were joined together. The number of outings is
the sum of the number of outings to the supermarket,
restaurants, church, to visit their family, to visit their
friends and doctors. The average time at home is the
sum of the average time in the bedroom, living room
and kitchen. In addition, participants were asked de-
mographic questions asking for their age, sex, civil sta-
tus, health conditions and working situation. The data
collected by all the questions is shown in Tables 2–
5 and 6. The data was compiled into four files, one
for each factor of loneliness. Every file contains 14 at-
tributes about the activities plus the output class: the
level of loneliness.

3.2. Attribute selection

Attribute selection is the process of identifying and
removing as much irrelevant and redundant informa-
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Table 3

Cellular phone use of the older adult

Attribute Minimum value Maximum value Average

Outgoing calls to family 0 calls 30 calls 4.25 ± 6.12 calls

Outgoing calls to friends 0 calls 35 calls 2.53 ± 5.24 calls

Outgoing calls to acquaintances 0 calls 35 calls 1.62 ± 4.54 calls

Incoming calls from family 0 calls 30 calls 4.52 ± 6.17 calls

Incoming calls from friends 0 calls 40 calls 2.38 ± 5.33 calls

Incoming calls from acquaintances 0 calls 21 calls 1.22 ± 2.95 calls

Outgoing messages to family 0 messages 50 messages 1.74 ± 5.98 messages

Outgoing messages to friends 0 messages 25 messages 0.7 ± 3.04 messages

Outgoing messages to acquaintances 0 messages 10 messages 0.32 ± 1.35 messages

Incoming messages from family 0 messages 50 messages 1.54 ± 5.63 messages

Incoming messages from friends 0 messages 25 messages 0.95 ± 3.26 messages

Incoming messages from acquaintances 0 messages 20 messages 0.52 ± 2.26 messages

Table 4

Frequency of number of outings from the home of the older adult (Absolute frequency – Relative frequency)

Attribute 0 outgoings From 1 to 2 outgoings 3 or more outgoings

Number of trips to the supermarket 24–24% 44–44% 32–32%

Number of visits to shopping centers 49–49% 38–38% 13–13%

Number of trips to restaurants 33–33% 38–38% 29–29%

Number of trips to church 40–40% 40–40% 20–20%

Number of visits with family 49–49% 39–39% 12–12%

Number of visits with friends 57–57% 38–38% 5–5%

Number of doctor appointments 63–63% 33–33% 4–4%

Table 5

Frequency of activities performed in the home of the older adult (Absolute frequency – Relative frequency)

Attribute 0 times From 1 to 2 times 3 or more times

Cleaning the house 35–35% 29–29% 36–36%

Laundry 39–39% 45–45% 16–16%

Gardening 50–50% 31–31% 19–19%

Other activities 46–46% 23–23% 31–31%

Table 6

Time spent inside and outside of the home of the older adult

Attribute 0 hours 1 to 3 hours 4 to 7 hours 8 to 10 hours More than 10 hours

Average time in the bedroom (excluding sleep time) 25–25% 43–43% 13–13% 9–9% 10–10%

Average time in the living room 18–18% 36–36% 26–26% 11–11% 9–9%

Average time in the kitchen 27–27% 32–32% 19–19% 13–13% 9–9%

Average time spent outside of the house 16–16% 12–12% 19–19% 16–16% 37–37%

tion as possible. As a result there was an improve-
ment in the process’s predictive performance, a de-
crease in its elapsed time, and a reduction in its storage
needs. At the same time, a better view and understand-
ing of the data was obtained. Most machine learning
algorithms are designed to learn which are the most

appropriate attributes to use for making their deci-
sions. Decision tree methods choose the most promis-
ing attribute to split at each point and should in the-
ory never select irrelevant or unhelpful attributes [18].
In order to obtain the first subset of relevant attributes,
J48 classification algorithm was applied to the full
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Table 7

Relevant attributes subset obtained

Factor Relevant attributes subset

Family Loneliness V1 = {Outgoing calls to family, Average time
outside of the home}

Spousal Loneliness V2 = {Civil Status, Outgoing calls to family,
Incoming calls from family, Total
outings}

Social Loneliness V3 = {Outgoing calls to acquaintances, Total
outings, Average time outside of the
home}

Existential Crisis V4 = {Sex, Civil Status, Illness, Working
Situation, Average time outside of the
home}

dataset. Then, the subset obtained was assessed using
Chi-Squared [19] and Ranker methods for evaluation
of attributes, Correlation-based Feature Selection and
Greedy Stepwise [20] for evaluation of the sets of at-
tributes and Greedy Stepwise method and J48 classi-
fication algorithm for the evaluation of the Wrapper
attribute sets [21]. All the tests were performed with
a 10-fold cross validation as the standard evaluation
technique [18]. Table 7 shows the resulting relevant at-
tributes subset for each factor of loneliness.

3.3. Classification

In order to develop the most suitable models for
the loneliness prediction, a range of classifier algo-
rithms were assessed [22], one of each category avail-
able in WEKA [17]. ZeroR (ZR) algorithm was used
as baseline. The other classifier algorithms used were
NaiveBayes (NB) [23] from Bayes algorithms, Sim-
ple Logistic (SL) [24] and Support Vector Machine
(SVM) [25] from function algorithms, k-Nearest-
Neighbor (kNN) [26] from lazy algorithms, AdaBoost
(AB) [27] from meta algorithms, OneR (OR) [28]
from rules algorithms and J48 [29] and SimpleCart
(SC) [30]s from tree-based algorithms. A stratified ten
times ten-fold cross-validation technique was used be-
cause it is the standard evaluation technique in situa-
tions where only limited data is available [18].

3.4. Balancing the dataset

A dataset is imbalanced if the classification cate-
gories are not equally represented [31]. The imbal-
ance between such class data can have an impact on
some classification algorithms, typically with bias to-
ward the majority class prediction. Therefore, applying
a dataset balancing technique is required.

Table 8

Number of older adults in each factor of loneliness obtained with
SMOTE

Factor of loneliness Low Medium High

Family loneliness 81 85 82

Spousal loneliness 46 42 47

Social loneliness 71 69 66

Existential crisis 70 72 66

In almost all of the factors of loneliness, there is
strong bias towards the “Low” class. In order to han-
dle the imbalance, the dataset was resampled by ap-
plying the synthetic minority oversampling technique
(SMOTE) [31]. Each derived model is denoted by the
name of the classifier algorithm plus “_S” when the
SMOTE is applied. For example, a model derived us-
ing kNN classification and SMOTE for data resam-
pling is denoted as “kNN_S” and without data resam-
pling is denoted as “kNN”. Table 8 shows the dataset
balanced after applying SMOTE.

3.5. Models evaluation

Predictive models performance was evaluated in
terms of accuracy [32], sensitivity, specificity, positive
and negative predictive values [33] and error types I
and II. In order to corroborate the results of the pre-
dictive models, a reference standard was necessary to
define an alternative and real diagnosis. The reference
standard used was the ESTE-R scale.

The predictive model results compared to the real
reference standard results could be grouped in four
types:

– True positive (TP). The model predicts a presence
of loneliness in the older adult when in fact it is a
presence.

– True negative (TN). The model predicts an ab-
sence of loneliness in the older adult when in fact
it is an absence.

– False Positive (FP). The model predicts a pres-
ence of loneliness in the older adult when in fact
it is an absence.

– False negative (FN) The model predicts an ab-
sence of loneliness in the older adult when in fact
it is a presence.

Table 9 shows these results, which conform the con-
fusion matrix, a 2 × 2 table. The rows correspond to
the predictive model results and the columns corre-
spond to the ESTE-R scale results.
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Table 9

Confusion matrix

ESTE-R Scale

Positive Negative

Predictive Model

Positive True positive
(TP)

False positive
(TP)

Negative False negative
(FN)

True negative
(FN)

3.5.1. Accuracy
The accuracy is the proportion of older adults for

whom both the predictive model and the reference
standard give the same result. Predictive accuracy is
defined in Eq. (1).

Accuracy = TP + TN

TP + FP + TN + FN
(1)

3.5.2. Sensitivity and specificity
Sensitivity, also known as recall or TP Rate, mea-

sures the proportion of the older adults with a lone-
liness condition as defined by the reference standard
that are correctly identified by the predictive model. In
other words, it measures how sensitive the predictive
model is in detecting loneliness condition. Specificity,
also known as recall or TN Rate, measures the pro-
portion of the older adults who are free of the loneli-
ness condition as defined by the reference standard that
are correctly identified as free of the loneliness con-
dition by the predictive model. Notice that sensitivity
and specificity are always defined in comparison to the
reference standard. That is, the best that the predictive
model can be do is produce the same results as the ref-
erence standard [34].

Sensitivity and specificity are defined in Eqs (2) and
(3) respectively.

Sensitivity = TP

TP + FN
(2)

Specificity = TN

TN + FP
(3)

3.5.3. Positive and negative predictive values
The Positive Predictive Value (PPV) and the Neg-

ative Predictive Value (NPV) are the proportions of
positive and negative results in statistics and diagnos-
tic tests that are true positive and true negative results,
respectively. The PPV and NPV describe the perfor-
mance of the predictive model. A high result can be
interpreted as indicating the accuracy of the predictive
model [35]. PPV is also known as precision. PPV and
NPV are defined in Eqs (4) and (5) respectively.

PPV = TP

TP + FP
(4)

NPV = TN

TN + FN
(5)

3.5.4. Type I and type II errors
Overall, if the model predicts a loneliness condition

in the older adults when in fact it is free of the lone-
liness condition (type I error or FP Rate), a paranoia
effect could have arisen. If the model predicts that the
older adult is free of the loneliness condition when in
fact the older adult has a loneliness condition (type II
error or FN Rate), a worse effect could have arisen due
the possibility that the older adult might have been in
serious risk of depression, suicide, and other serious
medical problems like heart illnesses [8]. Hence, type
II error rate was decisive for selecting the predictive
models.

3.5.5. Suitable models selection
A first model performance evaluation was carried

out with ZR as the baseline. This algorithm is the sim-
plest classification method which relies on the target
and ignores all predictors. ZR classifier simply predicts
the majority class. Although there is no predictabil-
ity power in ZR, it is useful for determining a base-
line performance as a benchmark for other classifica-
tion methods [18]. All the models, obtained from the
dataset with and without using the SMOTE, produced
a significantly higher accuracy than the baseline.

The second model performance evaluation was car-
ried out in terms of accuracy for each factor of loneli-
ness. The classification algorithms were applied to the
data using the relevant attribute subsets of each fac-
tor of loneliness, with and without using the SMOTE.
At least, one SMOTE model produced a higher accu-
racy than the others models in each factor of loneli-
ness. Except in spousal loneliness, where models with-
out using the SMOTE produced the higher accuracy
scores.

The accuracy of the baseline and the classifications
algorithms applied to the dataset with and without us-
ing the SMOTE, are shown in Figs 1–4.

Once the models performance were compared based
upon their accuracy, the best models in terms of sensi-
tivity, specificity, positive and negative predictive val-
ues were examined. Nevertheless, type II error was
weighted heavier than other criterion since this type
of error could lead to the most adverse effect in older
adults. A summary of all criteria is presented in Ta-
ble 10.
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Fig. 1. Prediction accuracies for family loneliness (V1).

Fig. 2. Prediction accuracies for spousal loneliness (V2).

In the case of family loneliness, “kNN_S” y “AB_S”
models reflected the best performance and the lowest
type II error rate over the rest of models. Since both re-
flected the same scores, the “AB_S” model was chosen
because it presented the simplest computational imple-
mentation.

In the case of spousal loneliness, “SL”, “SVM”,
“OR”, “SC” models reflected the best performance,
while “kNN” reflected a slightly worse performance.
Even so, “kNN” was considered the most suitable
model since it reflected the lowest type II error rate.

In the case of social loneliness, “AB_S” and “J48”
models reflected the same type II error rate and the
same accuracy. Even so, “AB_S” was considerate the
most suitable model since it reflected better scores for
the rest of criterion.

In the case of existential crisis loneliness, the most
suitable model was “SL_S”, since it reflected the best
performance and the lowest type II error rate.

4. Mobile application: ¡Vive!

A mobile application was developed, implementing
the four selected models for each factor of loneliness.
This mobile application, called “¡Vive!”, was capable

Fig. 3. Prediction accuracies for social loneliness (V3).

Fig. 4. Prediction accuracies for existential crisis (V4).

of monitoring the older adult’s activities and determin-
ing his or her level of loneliness in relation of each fac-
tor. The mobile application “¡Vive!” ran on an Android
operating system, between versions 2.2 Froyo (API 8)
and 4.1 Jelly Bean (API 16).

The mobile application “¡Vive!” is comprised of
four modules: the configuration module, the calls mod-
ule, the monitoring module and the classifier module.
Figure 5 shows the architecture of the application. Fig-
ure 6 shows a screenshot of the configuration module
of the mobile application.

4.1. Configuration module

The configuration module requests demographic in-
formation from the older adults such as name, age, sex,
civil status, health condition and working situation.
The configuration module obtains the phone numbers
of family members and friends with whom the older
adult has the most contact through a Smartphone. This
information is later used to classify the calls. Also, the
configuration module obtains geographic coordinates
of the older adult’s home. The coordinates are obtained
by communication with a GPS sensor on the Smart-
phone by means of the Localizer button or by writ-
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Table 10

Models prediction performance

Factor of loneliness Models Accuracy Sensitivity (Recall) SPC PPV (Precision) PPN F-Measure Error type I Error type II

Family “ZR” (Baseline) 0.34 0.34 0.66 0.5 0.5 0.405 0.34 0.66

“kNN_S”,
“AB_S”

0.84 0.84 0.92 0.913 0.852 0.875 0.08 0.16

Spousal “ZR” (Baseline) 0.34 0.43 0.57 0.5 0.500 0.462 0.57 0.43

“SL”, “SVM”,
“OR”, “SC”

0.91 0.9 0.92 0.918 0.902 0.909 0.1 0.08

“kNN” 0.9 0.87 0.93 0.926 0.877 0.897 0.13 0.07

Social “ZR” (Baseline) 0.34 0.34 0.66 0.5 0.5 0.405 0.71 0.29

“AB_S” 0.74 0.74 0.87 0.851 0.770 0.791 0.13 0.26

“J48” 0.74 0.7 0.85 0.823 0.739 0.756 0.15 0.26

Existential “ZR” (Baseline) 0.34 0.35 0.65 0.5 0.5 0.412 0.35 0.65

Crisis “SL_S” 0.85 0.8 0.9 0.889 0.818 0.842 0.1 0.2

Fig. 5. Application “¡Vive!” functional modules.

ing the coordinates manually. It is necessary to ob-
tain the house’s geographic coordinates in order to be
able to define the region that is considered “inside the
house” and thereby determine the values of the follow-
ing attributes: total number of outings and average time
spent outside the home.

4.2. Calls module

The calls module communicates with the Smart-
phone application and obtains the information pertain-
ing to calls, which was the following: type of calls (in-
coming or outgoing) and the telephone number in or-
der to identify it as a family member, friend or acquain-
tance.

4.3. Monitoring module

In the monitoring module, the location of the older
adult is monitored by detecting his or her geographic

Fig. 6. Screenshot of the configuration module.

coordinates every 30 minutes. To do so the GPS sensor
in the Smartphone is utilized. The monitoring occurs
on a second plane in a way that is not noticeable to the
user.

4.4. Classifier module

The classifier module gathers the registered data
from one week earlier and predicts the four loneliness
levels (one for each factor of loneliness) using the im-
plemented predictive models. The information gath-
ered refers to demographic information about the older
adult, calls registered and the location of the older
adults.

One of the reasons for the research is to help im-
prove the quality of life for older adults. For this rea-
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Fig. 7. Screenshot of encouragement message.

son, the level of loneliness is not revealed to the older
adults as this could have been counterproductive. The
results that are shown to the older adult are messages
of encouragement in accordance with the level of lone-
liness obtained with the intention to motivate and help
the older adult overcome loneliness. Figure 7 shows a
screenshot with an example of an encouragement mes-
sage. Table 11 shows the encouragement messages for
its respective loneliness levels.

5. Experiment

An experiment with the mobile application “¡Vive!”
was conducted. The purpose of the experiment was to
evaluate the selected models, comparing the results of
the mobile application “¡Vive!” with the real condition
of the older adults. The self-report was not a good op-
tion since admitting the existence of a problem at the
end of life may mean, for some subjects, acknowledge
that he or she has failed in the family or in the soci-
ety, which makes individuals really feel lonely. They
may not express suffering such a problem, if you ask
them directly [36]. Therefore the reference standard,
the ESTE-R scale, was used.

5.1. Materials

The experiment included 12 older adults, three men
and nine women, who met the same profile require-
ments as in the previous phase, with ages between 60
and 89 years old (66.75 ± 5.36). Most of them had a
partner and suffer some illness like diabetes or high
blood pressure. All by one of them had a job.

Seven Smartphones were used with the mobile
application “¡Vive!” installed: 2 Samsung Galaxy
Note 2 Android 4.3 mobile phones, 3 Samsung S3 An-

droid 4.1.1 mobile phones and 2 LG Optimus L9 An-
droid 4.1.2 mobile phone.

5.2. Procedure

The participants were asked to sign an informed
consent form where they agreed to participate in the
experiment. Then, the monitoring in situ of their ac-
tivities was carried out through the mobile application
“¡Vive!” over the course of a week, the participants
had to carry the Smartphone to every place they went
and use it in a normal manner. Every day, they were
asked to charge the cellular phone and make sure it was
turned on. It was not necessary for the older adults to
interact with the application in any way. That is, the
monitoring of the older adult’s activities occurred un-
noticed by the user. At the end of the week, the ESTE-
R scale was administered to each participant in order
to obtain their real loneliness levels and those results
were compared with the diagnostic data obtained by
the mobile application “¡Vive!”.

5.3. Results

Table 12 shows a summary of 12 older adults’ data
who were in the experimental group collected by the
application of the 12 older adults in the experimental
group. Column A corresponds to the number of out-
going calls to family. Column B corresponds to the
number of outgoing calls to friends. Column C cor-
responds to the number of outgoing calls to acquain-
tances. Column D corresponds to the number of in-
coming calls from family. Column E corresponds to
the number of incoming calls from friends. Column F
corresponds to the number of incoming calls from ac-
quaintances. Column G corresponds to the total num-
ber of outings. Column H corresponds to the aver-
age time spent inside the home (excluding sleep time).
Column I corresponds to the average time spent out-
side of the home. A comparison of the loneliness lev-
els obtained with the ESTE-R scale and with the mo-
bile application “¡Vive!” for each factor of loneliness
is shown in Figs 8–11.

For family loneliness, the mobile application
“¡Vive!” correctly classified 11 of 12 participants, pro-
ducing an accuracy of 91.67% and a type II error rate
of 0%. For spousal loneliness, the mobile application
“¡Vive!” correctly classified 10 of 12 participants, pro-
ducing an accuracy of 83.34% and a type II error rate
of 0%. For social loneliness, the mobile application



94 W. Sanchez et al. / Inferring loneliness levels in older adults from smartphones

Table 11

Encouragement messages

Low level

“A positive thinker see an opportunity in every difficulty”

“Be proud of yourself, you are awesome”

“The best thing you can do is go out and enjoy your life”

“Be proud of the person that you are but strive to be better always”

“Today will be a wonderful day”

“Do one thing today to make you feel proud of yourself”

“Today, do something you have never done”

“Today, do something you have always wanted to do”

“Be proud of every step you take toward reaching yours goals”

“Keep improving yourself”

“Live life in the present and always be happy”

“Appreciate your life, is the most valuable gift”

Medium Level

“Face every single challenge that is coming your way”

“Love is an invaluable treasure, so you must take care and appreciate it a lot”

“Keep the positive mind to make things right”

“Have the strength to get through any barriers and achieve the goals you propose”

“Think there will be a tomorrow which will be the most radiant of all”

“Do not let your problems erase your big smile”

“The best you can do is stay calm and try to find the best solution”

“This day will be the beginning of a different life, good luck”

“Never doubt of you, trust that you are capable to make what you propose”

“If from heaven fall lemons, learn to make lemonade”

“Be very positive and help yourself to have more inner strength”

“The power of positive thinking is like car with a powerful engine that can take you to the summit of a mountain”

“Face the sun, and the shadows will remain behind you”

“There’s always a tomorrow, a chance to start a new”

High level

“Appreciate life itself even if it’s not a bed of roses. Contentment is not fulfillment of what you wish for but appreciation of what you have”

“There are things known, and there are things unknown. And in between are the doors”

“Life is all about a card game. Choosing the right cards is not in our hand. But playing well with the cards in hand, determines our success”

“The most determinative & motivating sentence which should always be followed in life. The race is not over because I haven’t won yet”

“Although the storm is very strong, remember that after it a beautiful rainbow that will make you remember life is wonderful will appear”

“Remember that there is always a light at the end of the tunnel. Just move on and be strong for anything or anyone makes you fall. You have the
support of all the people who love you and so it will be easier to face any challenges you have”

“Use you days and all around you, enjoy the company of your loved ones, your friends and all that the life provided you”

“Promise yourself to be so strong that nothing can disturb your peace of mind”

“Believe in yourself and be proud of who you are because you are special and light your own start”

“Life is short, time is fast, no replay, no rewind. So enjoy every moment as it comes”

“¡Vive!” correctly classified 8 of 12 participants, pro-
ducing an accuracy of 66.67% and a type II error rate
of 0.33%. For existential crisis loneliness, the mobile
application “¡Vive!” correctly classified 10 of 12 par-
ticipants, producing an accuracy of 83.34% and a type
II error rate of 0%.

6. Discussion

This research focused on inferring, in an automatic
manner, the older adults’ loneliness level through ac-
tivities that can be monitored by a Smartphone. The
attributes that have a correlation with the factors of
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Fig. 8. Comparison results of family loneliness.

Fig. 9. Comparison results of spousal loneliness.

loneliness were identified. Also, findings on predictive
models were discovered.

6.1. Relevant attributes

The attributes concerning of outgoing or incom-
ing messages, did not result as a relevant attributes.
One possible interpretation of this finding is that older
adults do not use this type of communication be-
cause the interface is not adapted to the limitations
of age.

For spousal loneliness, civil status was a discrimina-
tive attribute. One possible interpretation of this find-
ing is that widowed older adults are strongly affected
by the death of theirs spouses, so they are at a higher
risk of suffering spousal loneliness.

Fig. 10. Comparison results of social loneliness.

Fig. 11. Comparison results of existential crisis loneliness.

For family and spousal loneliness, outgoing and in-
coming family calls are relevant attributes. One pos-
sible interpretation of this finding is that older adults
who keep in contact with their spouses and relatives,
are at a lower risk of suffering family and spousal lone-
liness.

For social loneliness, friends’ calls were not a rele-
vant attribute, instead, acquaintances calls were a rele-
vant attribute. One possible interpretation of this find-
ing is that, despite one of the risk factors for loneli-
ness is the death of friends, older adults who socialize
with other people, have a lower risk of suffering social
loneliness.

Finally, the attributes average time spent outside of
the home and total of outgoings were the most impor-



96 W. Sanchez et al. / Inferring loneliness levels in older adults from smartphones

Table 12

Data collected with the application ¡Vive!

Num. A B C D E F G H I

1 5 0 3 17 0 1 9 87 26

2 2 4 8 4 3 13 24 85.5 26.5

3 2 0 0 2 0 4 9 88 24

4 1 1 2 6 5 4 10 105.5 30.5

5 4 0 0 4 3 30 9 89.5 22.5

6 1 1 3 1 1 0 11 63 49

7 11 1 12 2 1 9 10 54 58

8 1 1 0 1 0 0 12 35 77

9 3 2 0 7 9 1 10 50 30

10 8 4 0 7 12 3 13 60 30

11 1 0 0 31 12 2 15 50 40

12 8 3 0 11 0 0 10 50 30

tant attributes to infer loneliness, since these attributes
were present in the four factors of loneliness. One pos-
sible interpretation of this finding is that older adults
who keeps busy doing different activities like going to
elderly clubs, dancing, going to the church, going to
supermarket, etc., tend to be less likely to suffer from
loneliness. An optimistic mind is normally a busy mind
residing in a busy body and so has no little time to be
unhappy [37].

6.2. Predictive models

In order to handle the imbalanced data, an over-
sampling technique (SMOTE) was applied. Overall,
predictive models performance were better using the
SMOTE. For only spousal loneliness, the resampling
technique gave opposite results from that which was
expected. This may be because civil status was the
most discriminant attribute and the synthetic instances
created by SMOTE caused noise and affected the clas-
sifiers algorithms performance.

In the experiment, the selected model of social lone-
liness produced a lower accuracy than produced by the
cross-validation test, from 74% to 66.67%. The type
II error rate was higher than the one for the cross-
validation test, from 26% to 33%. The selected models
of spousal and existential crisis loneliness produced a
lower accuracy than that produced by cross-validation
test, but produced a type II error rate of 0%. The se-
lected model of family loneliness produced a better
accuracy than that produced by cross-validation test,
from 84% to 91.67%, and in addition, it produced a
type II error rate of 0%. Based upon these results, the
relevant attributes selected for social loneliness (Out-
going calls to acquaintances, Total outings, Average

time outside of the home), may not have enough corre-
lation for determining social loneliness. Nevertheless,
new experiments with a larger sample are required.

7. Conclusions

Loneliness is considered to be one of the possi-
ble factors that causes disorders such as depression,
suicide, and serious medical problems like heart ill-
nesses [8]. An opportune diagnosis and suitable inter-
ventions, allow older adults to cope this health condi-
tion.

From psychology approach, Rubio Herrera [9] con-
sider different aspects of the concept of loneliness:
Family Loneliness, Spousal Loneliness, Social Loneli-
ness and Existential Crisis.

In order to infer the four factors of loneliness, an
evaluation of a group of activities that can be mon-
itored by a Smartphone was carried out. From these
activities, relevant attributes were identified through
methods for evaluation of attributes. Using such at-
tributes, predictive models were developed by imple-
menting a range of classifier algorithms. Each model,
went through a performance evaluations, techniques to
handling imbalance data and bias. Models with better
performance and lower type II error rate were imple-
mented in a mobile application called “¡Vive!” in order
to automate data collection and to infer each factor of
loneliness.

In order to evaluate the selected models, an experi-
ment using the mobile application “¡Vive!” was carried
out. The experiment compared the results of the mo-
bile application “¡Vive!” with the reference standard,
the ESTE-R scale.

Finally, the experiment results showed that the se-
lected models have a good level of accuracy when in-
ferring loneliness levels.

A limitation to our work is the amount of data avail-
able. It was both expensive and time-consuming to col-
lect such data from older adults. Nevertheless, a collab-
orative project with geriatric institutions is currently
underway, which will allow our current approach to be
extended to a larger sample size, avoiding the overfit-
ting effect.

As a future work, an implementation of a new mod-
ule in the mobile application “¡Vive!” is considered.
Older adults will be capable to share their loneliness
levels to previous authorized caregivers and relatives,
with the intention to alert them in front a risk situa-
tion.
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Another interesting future direction is to carry out
a hands-on evaluation in order to assess the impact of
the encouragement messages in the older adults.
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